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FINE-GRAINED AND COARSE-GRAINED ENTROPY IN PROBLEMS

OF STATISTICAL MECHANICS

V. V. Kozlov∗ and D. V. Treshchev∗†

We consider dynamical systems with a phase space Γ that preserve a measure µ. A partition of Γ into

parts of finite µ-measure generates the coarse-grained entropy, a functional that is defined on the space of

probability measures on Γ and generalizes the usual (ordinary or fine-grained) Gibbs entropy. We study

the approximation properties of the coarse-grained entropy under refinement of the partition and also the

properties of the coarse-grained entropy as a function of time.
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1. Definitions

Let (Γ, dist) be a metric space with a measure µ, and let ν be a probability measure with a measurable
density ρ > 0,

dν = ρ dµ, ν(Γ) =
∫

Γ

ρ dµ = 1.

In particular, ρ ∈ L1(Γ, µ).
Let {Γj}j∈J be a partition of Γ into measurable subsets,

γj = µ(Γj), 0 < µ(Γj) < ∞, j ∈ J.

The set J is assumed to be finite or countable. The expression

sup
j∈J

(diam Γj) ≤ ∞

(the diameter diamΓj is taken in the metric of the space Γ) is called the diameter of the partition {Γj}.
We set

ρj =
λj

γj
, λj =

∫
Γj

ρ dµ,
∑
j∈J

λj = 1,

and consider a new density ρ̄ : Γ → R such that ρ̄|Γj = ρj , j ∈ J . We call ρ̄ the coarse-grained density. The
corresponding measure ν̄, dν̄ = ρ̄ dµ, is also a probability measure because

∫
Γ

ρ̄ dµ =
∑
j∈J

∫
Γj

ρj dµ =
∑
j∈J

ρjγj = 1.
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We define a functional S such that

S(α) = −
∫

Γ

α log α dµ

for an arbitrary nonnegative µ-measurable function α : Γ → R under the condition that the integral con-
verges to a finite or infinite value. As usual, the function α log α is additionally defined as zero at α = 0.

We define the fine-grained entropy s = S(ρ) and also the coarse-grained entropy s̄ = S(ρ̄). The relation

s̄ = −
∑
j∈J

γjρj log ρj = −
∑
j∈J

λj log λj +
∑
j∈J

λj log γj (1.1)

holds. In particular, if all γj are equal to each other, then we have

s̄ = −
∑
j∈J

λj log λj + log γ, γ = γj , j ∈ J,

and the coarse-grained entropy hence coincides with the information entropy −
∑

λj log λj up to an additive
constant (depending only on γ). We note that in the case of a discrete probability distribution, a formula
of form (1.1) for the entropy is used in the theory of equilibriums (see, e.g., [1]).

For fixed values of γj , the maximum value of s̄ in (1.1) is attained for

λj =
γj∑
i∈J γi

under the condition µ(Γ) < ∞. If the measure µ of the phase space is infinite and all γj are bounded, then
sup s̄ = +∞.

As was established by Gibbs, the inequality

s ≤ s̄ (1.2)

holds. It is a simple consequence of the Jensen inequality for the convex function ρ log ρ (see [2] for an
instructive discussion).

2. An example of the absence of approximation

If µ(Γ) = ∞, then the coarse-grained entropy, generally speaking, does not approximate the fine-grained
entropy even if the partition diameter is arbitrarily small.

Example 1. Let Γ be the space R, Γ = R, with the Lebesgue measure. Let {an}n∈N be a sequence
such that

0 ≤ an < 1,

∞∑
n=1

an = 1,

∞∑
n=1

an log an = −∞.

For example, c/(n log1+ε n), 0 < ε < 1, can be taken as an.
We consider a probability measure ν with the density

ρ(x) =




1 for x ∈ [n, n + an] with some n ∈ N,

0 for the other values of x.

The fine-grained entropy s for this measure is obviously zero.
We consider a partition of the form

Γj =
{

x ∈ R :
j

K
≤ x <

(j + 1)
K

}
, j ∈ Z,

where K is an arbitrary positive integer. The diameter of the partition {Γj} is equal to 1/K.
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Proposition. For every positive integer K, the coarse-grained entropy s̄ is equal to +∞.

Proof. We have the relation

s̄ = −
∑
j∈Z

1
K

ρj log ρj , ρj = K

∫ (j+1)/K

j/K

ρ(x) dx ≤ 1.

Let there be an N ∈ N such that the inequality an < 1/K holds for all n > N . We then obtain ρKn = Kan

for n > N .
Because ρj log ρj < 0 for all j ∈ Z, the estimate

s̄ ≥ −
∑
n>N

1
K

ρKn log ρKn = −
∑
n>N

an log(Kan) = +∞

holds, which was to be proved.

This assertion disproves the widespread opinion that the coarse-grained entropy tends to the fine-
grained entropy as the partition is refined (cf. [3] and [4]). We also note that if µ(Γ) = ∞, then the
coarse-grained density, generally speaking, does not tend to the fine-grained density (with respect to the
norm in L1 = L1(Γ, µ)) as the partition diameter decreases indefinitely. Furthermore, the coarse-grained
density does not tend to the fine-grained density even in the weak sense. Weak convergence of a sequence
of functions ρn in L1 to a function ρ ∈ L1 means that

∫
Γ

ρnϕdµ →
∫

Γ

ρϕdµ

for every test function ϕ ∈ L∞(Γ, µ).

3. Approximation theorems

3.1. Compact case. As a rule, the coarse-grained entropy (density) approximates the fine-grained
entropy (density) in the compact case. Here, the main requirement is that the structures of the metric and
measurable spaces on Γ be compatible. Namely, we assume that the space C0(Γ) of continuous functions
on Γ is dense in L1(Γ, µ).

Theorem 1. Let Γ be a compact space, let µ(Γ) = 1, and let C0(Γ) be dense in L1(Γ, µ). Then the

density ρ̄ approximates ρ in the L1(Γ, µ) metric with an arbitrary prescribed accuracy as the diameter of

the partition {Γj} decreases indefinitely.

In other words, as the partition diameter decreases indefinitely, the coarse-grained density converges
weakly to the fine-grained density. This property proves essential in passing from the micro- to the macro-
description (i.e., in investigating the evolution of means of dynamical parameters).

The proof of Theorem 1 in given in Sec. A.1 in the appendix.

Theorem 2. Let Γ be a compact space, let µ(Γ) = 1, let C0(Γ) be dense in L1(Γ, µ), and let |s| < ∞.

Then the entropy s̄ approximates s with an arbitrary prescribed accuracy as the diameter of the partition

{Γj} decreases indefinitely.

The proof of Theorem 2 is based on the following two lemmas.

Lemma 1. Theorem 2 holds under the additional assumption that ρ < ∆ for some ∆ > 1.
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As usual, let e be the base of the natural logarithms.

Lemma 2. Theorem 2 holds under the additional assumption that δ < ρ < ∆ for some δ ∈ (0, 1/e)
and ∆ > 1.

To prove Theorem 2, we prove
that Lemma 1 implies Theorem 2 (see Sec. A.2 in the appendix),

that Lemma 2 implies Lemma 1 (see Sec. A.3 in the appendix), and

Lemma 2 itself (see Sec. A.4 in the appendix).

We note that the condition supj∈J diam(Γj) → 0 in Theorems 1 and 2 cannot be replaced by the weaker
condition supj∈J µ(Γj) → 0. In this connection, we present a simple example. Let Γ be the square

{(x, y) ∈ R
2 : 0 ≤ x ≤ 1, 0 ≤ y ≤ 1},

let µ be the standard Lebesgue measure on Γ, let ρ(x, y) = y, and let the measurable parts Γj in the
partition of Γ be the strips {

j − 1
N

≤ x ≤ j

N
, 0 ≤ y ≤ 1

}
, j = 1, . . . , N.

Then limN→∞ µ(Γj) = 0, but the diameter of Γj does not tend to zero. It can be easily shown that for a
typical density ρ(x, y) (in an arbitrary reasonable sense), we have

lim
N→∞

ρ̄ �= ρ, lim
N→∞

s̄ �= s.

3.2. Noncompact case. If the density ρ tends to zero at infinity sufficiently fast, then the coarse-
grained entropy also approximates the fine-grained entropy in the noncompact case. To state the exact
result, we need some definitions.

Definition 1. The space (Γ, µ, dist) is said to be of type n if there is a sequence of compact sets
K0, K1, . . . such that

a. K0 ⊂ K1 ⊂ · · · ⊂ Γ,

b. Γ =
⋃∞

l=0 Kl,

c. µ(K0) < ∞ and µ(Kl+1 \ Kl) ≤ Cln−1 for some constant C > 0, and

d. the inequality dist(x, y) < 1 is possible for arbitrary points x ∈ Kl and y ∈ Ks only if |l − s| ≤ 1.

The simplest example of a space of type n is the space R
n with a Lebesgue or Euclidean metric. Here,

the balls of radii j with a common center can be taken as the compact sets Kj .

Theorem 3. Let

1. the space (Γ, µ, dist) be of type n,

2. C0(Kl) be dense in L1(Kl, µ) for all l = 0, 1, . . . ,

3. ρ|Kl
< cρl

−n−δ, l = 0, 1, . . . , where cρ and δ are some positive constants, and

4. |s| < ∞.

Then the entropy s̄ approximates s with an arbitrary prescribed accuracy as the diameter of the partition

{Γj} decreases indefinitely.

The proof of Theorem 3 is given in Sec. A.5 in the appendix.
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4. Density stabilization problem

Now let Γ be the phase space of a dynamical system determined by a flow (a one-parameter trans-
formation group) gt, t ∈ R, preserving a measure µ. We consider a probability measure ν = νt with
a µ-measurable density ρ = ρt ≥ 0, dνt = ρt dµ. By definition, for an arbitrary t ∈ R and for every
measurable set D ⊂ Γ, we have

νt(D) = ν0(g−t(D)).

It follows that ρt = ρ0 ◦ gt. If Γ is a smooth manifold and gt is a flow determined by a vector field v, then
in local coordinates, ρt satisfies the Liouville equation1

∂ρt

∂t
− div(ρtv) = 0.

The coarse-grained density ρ̄t is defined as

ρ̄t|Γj = ρj(t) =
1
γj

∫
Γj

ρt dµ.

We are primarily interested in Hamiltonian systems, although many results also hold in the case of
systems of a more general form. In the Hamiltonian case, µ is an invariant Liouville measure, i.e., the
volume element of the phase space. Of course, µ(Γ) = ∞ for natural systems, but the restriction of µ to
an energy level may turn out to be a finite measure.

In the constructions related to the Gibbs entropy, an important role is played by the existence of the
limits

lim
t→+∞

ρt, lim
t→−∞

ρt. (4.1)

These limits should be understood in the sense of weak convergence in one of the function spaces, of which
the spaces L1(Γ, µ) and L2(Γ, µ) are most important in the given context. The existence of similar limits
for the coarse-grained densities ρ̄t is also of considerable interest.

As is well known, the density ρt, generally speaking, has no limit as t → ∞. This is the major
obstacle to justifying the “zeroth” law of thermodynamics in the theory of Gibbs ensembles. One attempt
to overcome this difficulty is to introduce the coarse-grained density ρ̄t generated by a partition {Γj} of the
phase space. Gibbs tried to prove (see Chap. 12 in [5]) that in a typical case as t → ∞, the coarse-grained
density ρ̄t converges to a function depending only on the total energy of the Hamiltonian system. In this
connection, it was written in [2] that it is almost hopeless to try to prove this assertion, that it is stronger
than the ergodic theorem, and that the well-known argument by Gibbs himself (based on analogies with
the mixing of liquids), even if the essential errors involved are discarded, at best serves only to indicate the
plausibility of this “theorem” (see Chap. 3 in [2]).

But Gibbs himself noted that in the case of linear Hamiltonian systems, the coarse-grained density ρ̄t

oscillates and has no limit at all with indefinitely increasing time. On the other hand, the Gibbs assumption
certainly holds for Hamiltonian systems with mixing on isoenergy surfaces. This observation belongs to
Krylov [3], who did not however note an important fact: the limits of the coarse-gained density ρ̄t as
t → −∞ and t → +∞ coincide for the systems with mixing. This future–past symmetry (which is implied
by the reversibility of natural Hamiltonian systems) contradicts the traditional idea of a one-sided approach
of an isolated system to thermal equilibrium.

1Traditionally, the Liouville equation has a plus sign before the second term. The equation we use here results from the
change of variable t �→ −t in the standard Liouville equation.
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Below, we discuss the Gibbs assumption on the approach to thermal equilibrium (in a somewhat
weakened statement) for quasihomogeneous Hamiltonian systems. We recall that a Hamiltonian system

ẋj =
∂H

∂yj
, ẏj = − ∂H

∂xj
, j = 1, . . . , n, (4.2)

is said to be quasihomogeneous if there are some real constants (homogeneity weights) α, β, and γ, α+β+1 =
γ, such that

H(λαx, λβy) = λγH(x, y)

for all λ > 0. In other words, the Hamiltonian equations are invariant under the substitutions

t 	→ t

λ
, x 	→ λαx, y 	→ λβy.

As usual, the Liouville measure having a unit density in the coordinates (x, y) is taken as the invariant
measure µ.

We present two examples.

Example 2. We consider systems with a homogeneous potential,

H =
1
2

∑
y2

j + Vm(x),

where m is the degree of homogeneity of the potential energy Vm. Here,

α =
2

m − 2
, β =

m

m − 2
, γ =

2m

m − 2
.

In particular, this includes the n-body problem with the Newtonian potential (α = −2/3, β = 1/3, and
γ = 2/3 in this case). The exceptional case m = 2 corresponds to linear systems, which are not quasiho-
mogeneous.

Example 3. We consider the case of inertial motion,

H =
1
2

∑
ajk(x)yjyk, x ∈ M,

where M is a smooth Riemannian manifold. Here, α = 0, β = 1, and γ = 2. This also includes the billiard
system in which M is a manifold with a boundary and there is elastic reflection from the boundary.

Theorem 4. Let Hamiltonian system (4.2) be quasihomogeneous, and let the initial density ρ be a

function belonging to Lp(Γ, µ), 1 ≤ p ≤ ∞. Then the limits in (4.1) exist (in the sense of weak Lp(Γ, µ)
convergence) and coincide.

We make some remarks.

1. Theorem 4 was proved in [6]. It holds for a more general class of dynamical systems (not necessarily
Hamiltonian), the so-called foliated flows introduced in [7].
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2. Let Ak be the class of systems of smoothness k in which limits (4.1) exist for every density ρ ∈
Lp(Γ, µ).

Hypothesis. For an arbitrary sufficiently large k (including k = ∞ and k = ω), the set Ak consists

of systems in general position in the space of systems of smoothness k.

Rather little is known about the validity of this hypothesis. If there is a mixing hyperbolic system
(an Anosov system) on (Γ, µ), then the interior of Ak in the Ck topology is nonempty. Indeed, hyperbolic
mixing systems obviously lie in Ak; they, as is known, are structurally stable.

Unfortunately, it should not be expected that the condition of general position in the hypothesis can
be understood in the sense that Ak is open and everywhere dense for k < ω. The reason is that a smooth
system with homoclinic tangency, according to [8], can be approximated arbitrarily accurately in the C∞

topology by a system having an invariant set on which the dynamics are a rigid rotation. No limits (4.1)
exist in such a system for the majority of initial densities ρ. (Strictly speaking, the results in [8] are
obtained for maps, but the application of similar methods is undoubtedly also possible in the case of flows.)
It therefore seems that the assumption of general position in the hypothesis should be understood in the
sense that Ak is a subset of the second category according to Baire.

3. If a Hamiltonian system is ergodic on isoenergy manifolds, then the static equilibrium determined
by the stationary invariant measure dν∞ = ρ∞ dµ is microcanonical (the density ρ∞ depends only on the
total energy). Generally speaking, the measure ν̄∞ does not have this property, namely, it is not even
invariant under the phase flow.

4. The constructions are similar in the case of discrete dynamical systems. Indeed, let g : Γ → Γ be
an automorphism (or an endomorphism) of a measurable space (Γ, µ), i.e., let

µ(D) = µ(g−1(D))

for an arbitrary µ-measurable set D ⊂ Γ. As usual, g−1(D) is the full preimage of D under the map g.
If ρ0 : Γ → R is the probability density of a measure ν0, dν0 = ρ0 dµ, then we have the measure νn for

integer values of n ≥ 0,
dνn = ρn dµ, ρn = ρ0 ◦ gn.

In this case,
νn(D) = ν0(g−n(D))

for every µ-measurable set D ⊂ Γ.

5. Stabilization of the coarse-grained density

Gibbs tried to prove that the coarse-grained entropy s̄t increases with time, but his argument also
proved incorrect (see [3] for the related analysis and for some other references). It is interesting that this
incorrect result was first taken seriously by many authors. For example, Poincaré [4] wrote about it as if it
were a well-known fact. The coarse-grained entropy should be distinguished from the Boltzmann entropy
related to statistics in the µ space. Some information about the behavior of the coarse-grained entropy ρ̄t

as t → ∞ is given by the following theorem.

Theorem 5. Let (4.2) be a quasihomogeneous Hamiltonian system, let the initial density ρ be a

function in Lp(Γ, µ), 1 ≤ p ≤ ∞, and let {Γj} be a partition of the phase space into parts of finite Liouville

measure. Then limt→+∞ ρj(t) and limt→−∞ ρj(t) exist in the sense of weak Lp convergence, and they

coincide.
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Theorem 5 can be easily deduced from Theorem 4. Indeed, let gt be the phase flow in system (4.2).
Then ρt = ρ ◦ gt ∈ Lp(Γ, µ) for all t ∈ R. Let ϕj be the characteristic function of a measurable domain Γj.
Because ρt is weakly convergent to ρ∞ as t → ±∞ and ρ∞ ∈ Lp(Γ, µ), we have

ρj(t) =
1
γj

∫
Γ

ρtϕj dµ → 1
γj

∫
Γ

ρ∞ϕj dµ. (5.1)

It remains to note that
∫
Γ ρ̄∞ dµ =

∫
Γ ρ∞ dµ and ρ̄∞ ∈ Lp(Γ).

As was shown in [7], if the energy levels of a quasihomogeneous Hamiltonian system are compact, then
ρ∞ is the density of a probability measure,

∫
Γ

ρ∞ dµ = 1.

Consequently, in this case, the function ρ̄∞ in Theorem 5 also determines some probability measure.
We consider quasihomogeneous Hamiltonian system (4.2) on an invariant part

Γ = {(x, y) : h1 ≤ H(x, y) ≤ h2}, h1 < h2. (5.2)

Let Γ be compact. Because C0(Γ) is dense in L1(Γ, µ) (µ is the Liouville measure dnxdny), Theorems 1
and 5 imply the following corollary.

Corollary. Let the initial density ρ : Γ → R be a function belonging to L1(Γ, µ), and let {Γj} be a

partition of the set in (5.2). Then as sup(diam Γj) → 0, the density ρ̄∞ approximates the weak limit ρ∞ in

the L1(Γ, µ) metric with an arbitrary prescribed accuracy.

Indeed, the right-hand side of limit relation (5.1) coincides with (ρ̄∞)j . Hence, the density ρ̄∞ results
from averaging the density ρ∞ over the partition cells in Γ = ∪Γj .

6. A growth theorem for the coarse-grained entropy

Let ρ∞ be the weak limit of the density ρt as t → ±∞ (ρ0 = ρ). Then (as was established in [7]) the
inequality

S(ρ∞) ≥ S(ρ) (6.1)

holds. It turns out that the coarse-grained entropy does not always increase, contrary to the widespread
opinion (first advanced by Gibbs and supported by Poincaré). This is illustrated by the following simple
example.

Example 4. We consider a vertical line segment of length l in a gravity field and an ensemble of
particles that are elastically reflected from the ends of the segment. If the square of the velocity of a
particle exceeds 2gl (g is the acceleration of gravity), then the particle periodically collides with the ends
of the segment. Let the initial density ρ be constant in the direct product Γ of the line segment 0 ≤ x ≤ l

and the domain V = {v : 2gl ≤ v2 ≤ c, c = const} on the velocity axis. We consider the partition of Γ into
two equal parts,

Γ1 =
{

0 ≤ x ≤ l

2

}
, Γ1 =

{
l

2
≤ x ≤ l

}
.

The initial entropy is calculated by formula (1.1) with λ1 = λ2 = 1/2 and γj = µ(Γ1) = µ(Γ2). It can
be easily understood that in a stationary state (in which the density ρt is replaced by its weak limit), the
majority of the particles in the ensemble are located in the upper half of the segment (because the particles
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move with a lower velocity in this half). Consequently, for ρ = ρ∞ in formula (1.1), we already have
λ1 �= λ2. Therefore, as is known, S(ρ∞) < S(ρ). It is easy to understand that the same conclusion also
holds in the more general case of a partition Γ generated by the division of the line segment into n (n ≥ 2)
equal parts.

To state sufficient growth conditions for the coarse-grained entropy, we once again consider a quasiho-
mogeneous system of Hamiltonian equations in (4.2) that is restricted to compact invariant domain (5.2).

Theorem 6. Let the initial density ρ : Γ → R be a function in L1(Γ, µ), and let {Γj} be a partition of

Γ. If (6.1) is a strong inequality, S(ρ̄∞) < ∞, then the inequality S(ρ̄∞) > S(ρ̄) holds for sufficiently small

values of sup(diam Γj).

This assertion can be proved straightforwardly using the corollary given in the preceding section and
Theorem 2 on the approximation. Namely, because C0(Γ) is dense in L1(Γ, µ) in the case under considera-
tion and we have S(ρ) < S(ρ∞) < ∞, the differences between S(ρ̄) and S(ρ) and also between S(ρ̄∞) and
S(ρ∞) are arbitrarily small as sup(diam Γj) → 0.

7. Integrable systems

We consider a Liouville-integrable Hamiltonian system with compact compatible levels of first integrals.
In a domain containing no critical integral levels, such a system can be written in the “action–angle”
variables,

ẋ = ω(y), ẏ = 0, T
n = {x = (x1, . . . , xn) mod 1}, y ∈ D ⊂ R

n.

If the dependence of the frequencies ω on the actions y is nonsingular (i.e., det(∂ω/∂y) �= 0), then ω can
be taken as phase coordinates instead of y, at least locally. Then the system becomes

ẋ = ω, ω̇ = 0. (7.1)

We note that (7.1) are quasihomogeneous Hamiltonian equations, i.e., xj and ωj are conjugate canonical
variables and H = (ω2

1 + · · · + ω2
n)/2 is the Hamilton function.

We can obtain Eqs. (7.1) proceeding from some other considerations. Let there be a collisionless
continuous medium enclosed in an n-dimensional vessel in the form of a rectilinear parallelepiped. We
assume that the particles are elastically reflected from walls of the vessel, i.e., from the boundary of the
parallelepiped and do not collide; therefore, this medium can be called an ideal gas. This model of a
one-dimensional ideal gas was first considered by Poincaré [4]. Of course, all this is a particular case of the
general theory of Gibbs ensembles. As noted by Poincaré, after the passage to a 2n-sheeted covering of the
parallelepiped by a torus T

n, the equations of motion coincide with system (7.1).
Equations (7.1) have an invariant measure dµ = dx dω in the phase space Γ = T

n × R
n. Let ρ(x, ω)

be the density of a probability measure ν, dν = ρ dµ. For an arbitrary pair N , M of positive integers, we
consider the partition of the phase space Γ into parts Γjk, j ∈ Z

n/NZ
n, k ∈ Z

n,

Γjk = Γx
j × Γω

k ,

Γx
j =

{
x ∈ T

n :
jl

N
≤ xl ≤

jl + 1
N

, l = 1, . . . , n

}
,

Γω
k =

{
ω ∈ R

n :
kl

M
≤ ωl ≤

kl + 1
M

, l = 1, . . . , n

}
.
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The measure µ of every partition part Γjk is equal to µ(Γjk) = (NM)−n.
We calculate the value of the coarse-grained density on Γjk,

ρjk(t) = (NM)n

∫
Γjk

ρ(x + ωt, ω) dx dω.

We set
〈ρ〉(ω) =

∫
Tn

ρ(x, ω) dx, 〈ρ〉k =
∫

Γω
k

〈ρ〉(ω) dω.

It is clear that 〈ρ〉 is a density of some probability measure on Γ, and we have 〈ρ〉jk(t) = 〈ρ〉k for an
arbitrary value of t.

Theorem 7. Let ρ be a bounded function on Γ, and let it be Lipschitzian with respect to the variables

ω. Then

|ρjk(t) − 〈ρ〉k| ≤
nMNn

t

(
‖ρ‖1

M
+ 2‖ρ‖0

)
,

‖ρ‖0 = sup
Γ

|ρ|, ‖ρ‖1 = sup
|ρ(x, ω′) − ρ(x, ω′′)|

|ω′ − ω′′|

for t > 0, where (x, ω′), (x, ω′′) ∈ Γ, ω′ �= ω′′.

Theorem 7 is proved in Sec. A.6 in the appendix.
Let ρ be a compactly supported function and let ρ̄ and 〈ρ〉 be the coarse-grained densities corresponding

to the partition Γjk and to the respective densities ρ and 〈ρ〉. Then

S(ρ̄) − S
(
〈ρ〉

)
= − 1

(MN)n

∑
j,k

(ρjk log ρjk − 〈ρ〉k log〈ρ〉k),

where only finitely many terms under the summation sign are nonzero. It seems that in a typical situation,
it should be expected that the difference S(ρ̄)− S

(
〈ρ〉

)
is of the order of 1/t as t → ∞, although it is easy

to construct some examples in which S(ρ̄) − S
(
〈ρ〉

)
∼ t−1 log t.

8. Mixing systems

The dynamics in systems of the type considered in Sec. 7 are commonly said to be regular; the antipode
is chaotic dynamics. Here, the mixing systems are primarily meant. We recall the related definition.

Definition 2. Let a flow gt on a phase space Γ preserve a probability measure µ. The flow gt is called
a mixing flow if

lim
t→∞

∫
Γ

ϕ ◦ gt ψ dµ =
∫

Γ

ϕdµ

∫
Γ

ψ dµ (8.1)

for an arbitrary pair of functions ϕ, ψ : Γ → R that belong to a sufficiently extensive function space. In the
case of hyperbolic systems (Anosov systems), the correlations decrease exponentially, i.e.,

∣∣∣∣ lim
t→∞

∫
Γ

ϕ ◦ gt ψ dµ −
∫

Γ

ϕdµ

∫
Γ

ψ dµ

∣∣∣∣ < Cτ |t| (8.2)

for some constants C > 0 and τ ∈ (0, 1).
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In this case, the coarse-grained density always tends to unity as t → ∞. Indeed, we have

ρj(t) =
1
γj

∫
Γj

ϕ ◦ gt dµ =
1
γj

∫
Γ

ϕ ◦ gt χΓj dµ,

where χΓj is the characteristic function of the set Γj . It follows from (8.1) that

ρj → 1
γj

∫
Γ

ϕdµ

∫
Γ

χΓj dµ = 1.

Moreover, if condition (8.2) holds, then ρj tends to unity at an exponential rate. The coarse-grained entropy
should be expected to have the same behavior, i.e., to have the property that S(ρ̄t) tends rapidly to S(1) = 0
at an exponential rate.

Nevertheless, we note that these assertions should be relied on somewhat cautiously because the func-
tion spaces for which relations (8.1) and (8.2) can be proved are to some extent narrower than the space
of continuous functions on Γ, and they do not contain the characteristic function of the sets Γj. The main
reason for what has been said seems to be the property that the functions χΓj are difficult to include in
a suitable function space (from the standpoint of verifying (8.1) and (8.2)) rather than that they are too
“bad.” Incidentally, in concrete examples (for instance, for linear hyperbolic automorphisms of a torus),
the assertion about the behavior of the coarse-grained density and of the coarse-grained entropy presented
in this section can be verified straightforwardly.

Appendix

A.1. Proof of Theorem 1. Let ε > 0 be an arbitrary number. Because C0(Γ) is dense in L1(Γ, µ),
there is a function ρ ∈ C0(Γ) such that

‖ρ − ρc‖ < ε,

where ‖ · ‖ denotes the L1 norm. A simple inequality of the form

‖ρ̄ − ρ̄c‖ ≤ ‖ρ − ρc‖ < ε (A.1)

also holds. The function ρc is uniformly continuous on Γ. Therefore, there exists δ > 0 such that

|ρc(z1) − ρc(z2)| < ε

for arbitrary z1, z2 ∈ Γ, dist(z1, z2) < δ. Hence, |ρ̄c − ρc| < ε, whence it follows that

‖ρ̄c − ρc‖ < ε. (A.2)

The combination of formulas (A.1) and (A.2) gives ‖ρ − ρ̄‖ < 3ε.

A.2. Proof of Theorem 2, Part 1. In this section, we deduce Theorem 2 from Lemma 1. We set

ρ0(x) =




ρ(x) for ρ(x) ≤ ∆,

∆ for ρ(x) > ∆,

ρ0j := ρ̄0|Γj =
1
γj

∫
Γj

ρ0 dµ, s0 = S(ρ0), s̄0 = S(ρ̄0).
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It follows from formula (A.2) that s0 ≤ s̄0.
We fix an arbitrary ε > 0. If ∆ is sufficiently large, then

0 ≤ s − s0 ≤ ε. (A.3)

If the diameter of the partition {Γj} is sufficiently small, then according to Lemma 1, the inequalities

0 < s̄0 − s0 ≤ ε (A.4)

hold. Thus, it suffices to prove that
s̄ < s̄0 + c ε| log ε|, (A.5)

where c > 0 is a constant that is independent of ε. Indeed, according to formulas (A.3) and (A.4), we have
|s − s̄0| < 2ε in this case. Consequently, formulas (A.2) and (A.5) imply that

s ≤ s̄ ≤ s̄0 + cε log ε ≤ s + c ε log ε + 2ε,

whence it follows that |s − s̄| < cε log ε + 2ε.
It remains to prove estimate (A.5). We write formula (A.3) in greater detail,

0 <

∫
Γ∩{ρ≥∆}

(ρ log ρ − ρ0 log ρ0) dµ < ε.

It follows that
0 <

∫
Γ∩{ρ≥∆}

(ρ log ∆ − ρ0 log ∆) dµ < ε,

whence
0 <

∫
Γ

(ρ − ρ0) dµ <
ε

log ∆
. (A.6)

We have the inequalities
0 ≤ ρ0j ≤ ρj ,

∑
j

(ρj − ρ0j)γj <
ε

log ∆
. (A.7)

We prove an auxiliary assertion: for arbitrary a and σ, 0 ≤ a ≤ b, σ ∈ (0, 1/e), the inequality

a log a ≤ b log b + |σ log σ| + |1 + log σ| (b − a) (A.8)

holds. Indeed, if a > σ, then using the obvious inequality minρ≥σ(ρ log ρ)′ = 1 + log σ, we obtain

a log a − b log b ≤ |1 + log σ|(b − a).

And if a ∈ (0, σ), then

a log a − b log b ≤ |a log a − σ log σ| + |σ log σ − b log b| ≤ |σ log σ| + |1 + log σ|(b − a).

Inequality (A.8) immediately implies
∑

j

γjρ0j log ρ0j ≤
∑

j

γjρj log ρj + |σ log σ|
∑

j

γj +
∑

j

(|1 + log σ|)(ρj − ρ0j)γj ,

which, in view of formula (A.7), can be rewritten in the form

s̄ ≤ s̄0 + |σ log σ| + |1 + log σ|
log ∆

ε.

It now suffices to set σ = ε.
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A.3. Proof of Theorem 2, Part 2. In this section, we deduce Lemma 1 from Lemma 2. Let ρ < ∆.
We set

ρ∗(x) =




ρ(x) for ρ(x) ≥ δ,

δ for ρ(x) < δ,

ρ∗j := ρ̄∗|Γj =
1
γj

∫
Γj

ρ0 dµ, s∗ = S(ρ∗), s̄∗ = S(ρ̄∗).

We have
0 ≤ s − s∗ ≤ δ log δ. (A.9)

If the diameter of the partition {Γj} is sufficiently small, then according to Lemma 2, the inequalities

0 < s̄∗ − s∗ ≤ δ (A.10)

hold. Hence, it suffices to show that
s̄ < s̄∗ + cδ, (A.11)

where c > 0 is a constant that is independent of δ. Certainly, in this case, in view of formulas (A.9)
and (A.10), we have |s − s̄∗| < δ + δ log δ. Consequently, it follows from formulas (A.2) and (A.11) that
s ≤ s̄ ≤ s̄∗ + cδ ≤ s + (1 + c)δ + δ log δ, whence we obtain |s − s̄| < (1 + c)δ + δ log δ.

We verify estimate (A.11). According to the definition of the function ρ∗, we have

δ ≤ ρ∗ ≤ ρ + δ ≤ ∆ + δ.

Therefore, δ ≤ ρ̄∗ ≤ ρ̄ + δ ≤ ∆ + δ. It follows from the inequality

sup
ρ∈(0,∆+δ)

(ρ log ρ)′ = 1 + log(∆ + δ)

that ρ̄∗ log ρ̄∗ ≤ ρ̄ log ρ̄ + (1 + log(∆ + δ))δ, whence we conclude that

s̄ ≤ s̄∗ + (1 + log(∆ + 1))δ.

A.4. Proof of Theorem 2, Part 3. In this section, we prove Lemma 2. We fix an arbitrary ε > 0.
Because C0(Γ) is dense in L1(Γ, µ), there is a function ρc ∈ C0(Γ) such that

δ < ρc < ∆, ρ = ρc(1 + ρl), ‖ρl‖ < ε, (A.12)

where ‖ · ‖ denotes the L1 norm. It follows that

s = −
∫

Γ

ρc(1 + ρl) log(ρc(1 + ρl)) dµ = sc + A1 + A2,

sc := S(ρc), A1 = −
∫

Γ

ρ log(1 + ρl) dµ, A2 = −
∫

Γ

ρcρl log ρc dµ.

Hence, it remains to verify that |s̄ − sc|, A1, and A2 are small.

551



Because |ρc log ρc| ≤ ∆ log ∆, we have

|A2| ≤ ∆ log ∆
∫

Γ

|ρl| dµ < ε∆ log ∆. (A.13)

According to (A.12), ρl = (ρ− ρc)/ρc ∈ I, where I = [−1+ δ/∆, 1+∆/δ]. It can be easily established that

max
ρ∈I

∣∣∣∣ log(1 + ρ)
ρ

∣∣∣∣ ≤ log
∆
δ

.

Therefore,

|A1| ≤ ∆
∫

Γ

| log(1 + ρl)| dµ ≤ ∆ log
∆
δ

∫
Γ

|ρl| dµ ≤ ε∆ log
∆
δ

. (A.14)

The function ρc is continuous on the compact set Γ and is consequently uniformly continuous, i.e.,
there exists σ > 0 such that |ρc(z1) − ρc(z2)| < ε for all z1, z2 ∈ Γ such that dist(z1, z2) < σ.

Let diam Γj < σ. Then |ρ̄c − ρc| < ε. We have the estimate

|s̄c − sc| =
∣∣∣∣
∫

Γ

(ρc log ρc − ρ̄c log ρ̄c) dµ

∣∣∣∣ ≤

≤
(

1 + log
∆
δ

) ∫
Γ

|ρc − ρ̄c| dµ ≤
(

1 + log
∆
δ

)
ε. (A.15)

We set ρcj = ρ̄c|Γj . Then

|ρj − ρcj | =
∣∣∣∣ 1
γj

∫
Γj

ρcρl dµ

∣∣∣∣ ≤ ∆
γj

rj ,

rj =
∫

Γj

|ρl| dµ,
∑
j∈J

rj < ε.

Consequently, for every j ∈ J , we have

|ρj log ρj − ρcj log ρcj| ≤
(

1 + log
∆
δ

)
|ρj − ρcj| ≤

∆
γj

(
1 + log

∆
δ

)
rj .

We thus obtain the estimate for the difference of entropies

|s̄c − s̄| =
∣∣∣∣
∑
j∈J

(ρj log ρj − ρcj log ρcj)γj

∣∣∣∣ ≤ ∆
(

1 + log
∆
δ

)
ε. (A.16)

From formulas (A.15) and (A.16), we derive

|s̄ − sc| ≤ (1 + ∆)
(

1 + log
∆
δ

)
ε.

A.5. Proof of Theorem 3. Obviously, it can be assumed that d < 1. Let ε > 0 be arbitrary. We
set

Ĵl = {j ∈ J : Γj ⊂ Kl}, K̂l =
⋃

j∈Ĵl

Γj .
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Then the inequalities
∣∣∣∣s −

∫
bKN

ρ log ρ dµ

∣∣∣∣ < ε (A.17)

∣∣∣∣s̄ −
∫
bKN

ρ̄ log ρ̄ dµ

∣∣∣∣ < ε (A.18)

hold for sufficiently large N . Indeed, we verify inequality (A.17),
∣∣∣∣s −

∫
bKN

ρ log ρ dµ

∣∣∣∣ ≤ AN + AN+1 + . . . ,

Al =
∫
bKl+1\ bKl

|ρ log ρ| dµ.

For every l > 1, the inclusions Kl−1 ⊂ K̂l ⊂ Kl hold (the first follows from Definition 1d and from the
inequality d < 1, and the second follows from the definition of the set Kl). Thus,

K̂l+1 \ K̂l ⊂ Kl+1 \ Kl−1.

Consequently, by Definition 1c, we have

µ(K̂l+1 \ K̂l) ≤ µ(Kl+1 \ Kl) + µ(Kl \ Kl−1) ≤ 2Cln−1.

It follows from assumption 3 in the theorem that

ρ|
bKl+1\ bKl

≤ ρ|Kl+1 < cρ(l + 1)−n−δ.

Because we can assume that cρ(N + 1)−n−δ < 1/e, we have

Al ≤ 2Cln−1cρ(l + 1)−n−δ| log(cρ(l + 1)−n−δ)| (A.19)

for all l ≥ N . For sufficiently large values of N , inequality (A.17) follows from estimate (A.19). Inequal-
ity (A.18) is proved similarly.

According to Definition 1c, µ(K̂N) < ∞. Therefore, it follows from Theorem 1 that
∣∣∣∣
∫
bKN

ρ log ρ dµ −
∫
bKN

ρ̄ log ρ̄ dµ

∣∣∣∣ < ε (A.20)

for sufficiently small values of d > 0. Inequalities (A.17), (A.18), and (A.20) imply that |s − s̄| < 3ε for
sufficiently small d > 0, which was to be proved.

A.6. Proof of Theorem 7. We note that ρ ≥ 0 is not used anywhere in the proof. Therefore,
replacing ρ by ρ − 〈ρ〉, we see that we can confine ourself to considering the case 〈ρ〉 = 0.

We consider the functions

ρk(t, x) = Mn

∫
Γω

k

ρ(x + ωt, ω) dω =
Mn

tn

∫
tΓω

k

ρ

(
x + β,

β

t

)
dβ

for large values of t, where

tΓω
k =

{
β ∈ R

n :
tkl

M
≤ βl ≤

t(kl + 1)
M

, l = 1, . . . , n

}
.
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Lemma A.1. If 〈ρ〉 = 0, then

|ρk(t, x)| ≤ nM

t

(
‖ρ‖1

M
+ 2‖ρ‖0

)
.

Theorem 7 follows straightforwardly from Lemma A.1 because

|ρjk(t)| =
∣∣∣∣
∫

Tn

ρk(t, x) dx

∣∣∣∣

for 〈ρ〉 = 0.

Proof of Lemma A.1. We represent the set tΓω
k as a union of unit cubes Cm, m ∈ Z, and a remainder

R. Here, Z = Z(t) is a finite subset in Z
n,

Cm = {β ∈ R
n : ml ≤ βl ≤ ml + 1, l = 1, . . . , n},

and R = tΓω
k \

⋃
m∈Z Cm. We assume that R does not contain any of the cubes Cm entirely. Then

∫
R

dβ ≤ 2ntn−1

Mn−1
, #Z ≤ tn

Mn
. (A.21)

We have

ρk =
1

Mntn

( ∑
m∈Z

Im + IR

)
,

Im =
∫
Cm

ρ

(
x + β,

β

t

)
dβ, IR =

∫
R

ρ

(
x + β,

β

t

)
dβ.

(A.22)

Because 〈ρ〉 = 0, the inequality ∫
Cm

ρ

(
x + β,

β

t

)
dβ = 0

holds for every β0 ∈ R
n. Therefore,

|Im| =
∣∣∣∣
∫
Cm

(
ρ

(
x + β,

β

t

)
− ρ

(
x + β,

m

t

))
dβ

∣∣∣∣ ≤
∫
Cm

n‖ρ‖1

t
dβ =

n‖ρ‖1

t
.

On the other hand, |R| ≤
∫

R ‖ρ‖0 dβ. Consequently, using formulas (A.21) and (A.22), we obtain

|ρk(t, x)| ≤ Mn

tn

(
n‖ρ‖1

tn−1

Mn
+ 2n‖ρ‖0

tn−1

Mn−1

)
=

nM

t

(
‖ρ‖1

M
+ 2‖ρ‖0

)
.

The lemma is proved.
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