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Abstract

Gurevich and Neeman introduced Distributed Knowledge Authorization Language (DKAL). The world of DKAL consists of communicating principals computing their own knowledge in their own states. DKAL is based on a new logic of information, the so-called infon logic, and its efficient subsystem called primal logic. In this paper we simplify Kripkean semantics of primal logic and study various extensions of it in search to balance expressivity and efficiency. On the proof-theoretic side we develop cut-free Gentzen-style sequent calculi for the original primal logic and its extensions.

1 Introduction

Our story starts with cloud computing and cloud security, not because these are fashionable buzzwords but because this paper was written in the framework of such a project (code-named Vidalia for the time being [1]). With the advent of cloud computing, the role of formal policies grows. The personnel of brick-and-mortar businesses often exercise their judgments; all that should be replaced with formal policies when businesses move to the cloud. The logic-based policy language DKAL (Distributed Knowledge Authorization Language) [19, 20, 12] was developed with such applications in mind. The feature that distinguishes DKAL from most preceding logic-based policy languages is that it is explicitly geared toward federated scenarios (with no central authority) where trust may be in short supply.

The world of DKAL consists of communicating principals computing their own knowledge in their own states. They communicate infons, pieces of information, and reason in terms of infons. In [20], the original developers of DKAL distilled the basic features of the logic of infons and introduced infon logic $\mathcal{Q}I$ that is an extension of the $\{\rightarrow, \wedge\}$ fragment $\mathcal{I}$ of intuitionistic logic with quotation modalities $p\text{said}\varphi$ and $p\text{implied}\varphi$. In addition
they discovered a primal fragment $qP$ of $qI$ which is very efficient and yet sufficiently expressive for many purposes. In the case of bounded quotation depth, the derivation problem for $qP$ is solvable in linear time. In particular, the quotation-free fragment $P$ of $qP$ is linear time in that sense. (Notations $I$, $qI$, $P$ and $qP$ are introduced in the present paper.)

The continuing development of DKAL (whose current implementation is found at [2]) requires further investigation of the logic of infons. That is exactly what we are doing here. We extend the four logics of [20] with one or both of disjunction and negation, and we determine the complexities of the extended logics. We provide a simpler semantics for the extension $P[\lor]$ of $P$ that we call quasi-boolean. This allows us to give efficient mutual translations between $P[\lor]$ and classical propositional logic as well as an embedding of the appropriate classical modal logic into $qP[\lor]$. On the proof-theoretic side we develop cut-free Gentzen-style sequent calculi for the extensions of primal logic $P$ with some or all of disjunction, negation and quotations.

**Related work.** As we mentioned, infon logic emerged in the context of access control language DKAL. However, the present paper deals exclusively with infon logic itself. Accordingly we do not discuss access control literature here. The DKAL papers mentioned above include short discussions on the issue.

Technically, infon logic belongs to the family of intuitionistic (or constructive) modal logics. Such logics have been considered at least from the time of Bull [14, 15], see [29, 30, 27, 34, 35, 17]. Potential applications in Computer Science stimulated a growing interest in this topic, see e.g. [28, 16, 26, 10]. We would like to refer the reader to Simpson [31] and Wolter and Zakharyaschev [39] for comprehensive surveys. General results on decidability of intuitionistic modal logics have been considered in [38, 37, 5].

Infon logics of this paper are, in one important respect, simpler than typical intuitionistic modal logics found in the literature. Namely, they only have $\Box$-type modalities, though there are infinitely many of those. They have no $\Diamond$-type modalities.\footnote{In intuitionistic modal logic diamonds are usually not expressible in terms of boxes.} The situation is similar for the other access control modal logics in the literature, where says operators play the role of modalities, see e.g. [4, 24, 6, 8, 13] and especially [3, 18]. The axioms of said and implied modalities in our systems correspond to basic modal logic $K$. Thus they do not admit the principles such as $\varphi \to q \text{said} \varphi$ postulated for some of the typical access control logics and discussed in [3]. In this regard our systems are closer to the standard modal logics than to the so-called lax
logics.

An essential novelty of infon logic is the use of restricted (primal) implication introduced in [21] as a compromise between expressivity and practical efficiency. The goal of this paper is to better understand primal implication, also in relation to the modalities. Our conclusions are that this new connective is quite manageable and has good proof-theoretic and semantic properties. Avron and Lahav [7] consider a sequent calculus for primal logic (without modalities) and observe that it falls within their framework of constructive canonical systems, which implies a number of nice properties such as cut-elimination and semantic completeness. The semantics as well as the sequent calculus presented in this paper are somewhat different from the one in [7]. Namely, we deal with a multi-conclusion sequent calculus, and our quasi-boolean models are simpler than those of [21] and [7].

2 Infon logic: language and derivability

Language. The vocabulary of infon logic consists of a set $P$ of constants denoting principals and of a set of propositional variables $P, Q, \ldots$ denoting infons, that is, any pieces of information that can be communicated between the principals. We can think of infons as declarative statements; the notion of infon is basic in DKAL.

Propositional infon logic introduced in [20, 21] is an extension of the fragment of propositional intuitionistic logic without disjunction and negation by two series of quotation modalities $p \text{ said}$ and $p \text{ implied}$, for each principal $p \in P$.

Intuitively, logical connectives denote some natural ways of combining infons. Thus, conjunction $\varphi \land \psi$ means joining the information contained in $\varphi$ and in $\psi$. The implication $\varphi \rightarrow \psi$ represents conditional information: the minimal information needed to infer $\psi$ once one has $\varphi$. Logical constant $\top$ represents the uninformative infon, that is, something every principal knows.

The meaning of quotations is related to communication between the principals. The intuitive meaning of $q \text{ said } \varphi$ (from the point of view of another principal $p$) is that $\varphi$ can be inferred from the information directly said by $q$ to $p$. Here is the most typical DKAL scenario how a principal $p$ learns that $q \text{ said } \varphi$. Suppose that a principal $q$ says $\varphi$ to $p$ (and $p$ gets the

\footnote{DKAL avoids the logical omniscience problem by means of a mechanism of computing knowledge. On the level of logical systems, deduction is unrestricted.}
message, and the message is properly signed by \( q \) so that there is no doubt that it is coming from \( q \); then \( p \) learns \( q \text{ said} \varphi \).

The intuitive meaning of \( q \text{ implied} \varphi \) is that \( q \) indeed communicated (its support for) \( \varphi \) but predicated it on the knowledge of some proviso \( \psi \). Here is the most typical scenario how a principal \( p \) learns \( q \text{ implied} \varphi \). Suppose that \( q \) communicates \( \varphi \) to \( p \) under condition that \( p \) knows \( \psi \), and suppose that \( p \) knows the proviso \( \psi \); then \( p \) learns \( q \text{ implied} \varphi \). The exact meaning of \( q \text{ said} \varphi \) and \( q \text{ implied} \varphi \) in DKAL is more involved but those details are irrelevant for our purposes in this paper. Intuitively, \( q \text{ said} \varphi \) is a version of \( q \text{ implied} \varphi \) where the communication was not predicated on any proviso. Technically, both kinds of modalities satisfy the rules of the basic modal logic \( K \) and the relation \((q \text{ said} \varphi) \vdash (q \text{ implied} \varphi)\).

**Proof system.** A proof system for infon logic could be equivalently stated in any of the familiar proof-theoretic formats, in particular, it has been formulated in a Hilbert-style format and in a natural deduction style format in [21]. In this paper we adopt the sequent-style natural deduction format from [21] as our basic definition of derivability relation. In Section 5 we also present an equivalent Gentzen-style calculus together with the corresponding cut-elimination theorem.

Let \( \Gamma, \Delta \) denote sets of formulas; we abbreviate \( \Gamma \cup \Delta \) as \( \Gamma, \Delta \) and \( \Gamma \cup \{ \varphi \} \) as \( \Gamma, \varphi \). Also, \( q \text{ said} \Gamma \) stands for \( \{ q \text{ said} \varphi : \varphi \in \Gamma \} \).

We define the relation \( \Gamma \vdash \varphi \) ‘formula \( \varphi \) is provable from assumptions \( \Gamma \)’ as the minimal relation containing the following axioms and closed under the following inference rules.

**Axioms:** \( \varphi \vdash \varphi \); \( \vdash \top \);

**Inference rules:**

\[
\frac{\Gamma \vdash \varphi}{\Gamma, \Delta \vdash \varphi} \quad \text{(weakening)}
\]

\[
\frac{\Gamma \vdash \varphi \land \psi}{\Gamma \vdash \varphi} \quad \frac{\Gamma \vdash \varphi \land \psi}{\Gamma \vdash \psi} \quad \frac{\Gamma \vdash \varphi}{\Gamma \vdash \varphi \land \psi} \quad (\land \text{E})
\]

\[
\frac{\Gamma, \varphi \vdash \psi}{\Gamma \vdash \varphi} \quad \frac{\Gamma, \varphi \vdash \psi}{\Gamma \vdash \varphi \land \psi} \quad (\land \text{I})
\]

\[
\frac{\Gamma \vdash \varphi \to \psi}{\Gamma \vdash \varphi} \quad \frac{\Gamma \vdash \varphi}{\Gamma \vdash \varphi \to \psi} \quad (\to \text{E})
\]

\[
\frac{\Gamma, \varphi \vdash \psi}{\Gamma \vdash \varphi \to \psi} \quad \frac{\Gamma \vdash \psi}{\Gamma \vdash \varphi} \quad (\to \text{I})
\]

\[
\frac{\Gamma \vdash \varphi}{q \text{ said} \Gamma \vdash q \text{ said} \varphi} \quad \frac{\Gamma, \Delta \vdash \varphi}{q \text{ said} \Gamma, q \text{ implied} \Delta \vdash q \text{ implied} \varphi} \quad (\text{Said}) \quad (\text{Implied})
\]

The intuitionistic propositional logic, and even its fragment in the language without disjunction and negation which we denote \( \mathbf{I} \), is known to be PSPACE-complete by a result of R. Statman [32] (see also [36]). The same result holds for the infon logic with quotations: it remains in the class PSPACE like many other natural modal logics [21]. This motivated Gurevich
and Neeman to introduce a weaker but still relatively expressive and much more efficient fragment of intuitionistic logic called *primal logic* $\mathbf{P}$. Primal logic is obtained by restricting the ($\rightarrow I$) rule as follows:

$$
\frac{\Gamma \vdash \psi}{\Gamma \vdash \varphi \rightarrow \psi} \quad (\rightarrow I_p)
$$

For $\mathbf{P}$, there is a linear time algorithm deciding whether $\Gamma \vdash \varphi$ [21].

A logical connective satisfying the rules ($\rightarrow E$) and ($\rightarrow I_p$) can be called *quasi-implication*. Both the intuitionistic and classical implications are examples of such. The quasi-implication of $\mathbf{P}$ itself will be called the *primal implication*. Sometimes it would be convenient to denote it $\rightarrow_p$ to distinguish from the intuitionistic implication. One possible interpretation would be to say that $\varphi \rightarrow_p \psi$ denotes an arbitrary infon $\theta$ such that $\psi$ yields $\theta$ and $\theta \land \varphi$ yields $\psi$. This reading will be supported by the formal notion of *primal model*, see below.

Let $q\mathbf{P}$ denote the *primal infon logic*, that is, the extension of primal logic to the language with quotations, when the rules (Said) and (Implied) are added. There is a linear time algorithm deciding whether $\Gamma \vdash \varphi$ provided $\Gamma$ and $\varphi$ have quotation depth bounded by a constant [21]. Despite its restrictions on the implication and quotation depth this logic turns out to be sufficiently expressive for many practical purposes.

**Introducing disjunction and negation.** Some scenarios we would like to formalize in DKAL presuppose the use of disjunction and negation. Disjunction is a way of combining information related to hiding it. When you say *‘There is a coin in my left or in my right pocket’* you essentially communicate a disjunction of two pieces of information (you can have a coin in each pocket). The rules of handling disjunctions are the usual ones: the introduction rules

$$
\frac{\Gamma \vdash \varphi}{\Gamma \vdash \varphi \lor \psi} \quad (\lor I_l) \quad \frac{\Gamma \vdash \psi}{\Gamma \vdash \varphi \lor \psi} \quad (\lor I_r)
$$

are applied when wrapping an infon into a disjunction (they can be called *hiding rules*). The receiver can use disjunction $\theta \lor \psi$ by the following rule: if $\varphi$ can be inferred separately from $\theta$ and from $\psi$, and disjunction $\theta \lor \psi$ is known, then one can infer $\varphi$. Proof-theoretically this amounts to the usual disjunction elimination rule:

$$
\frac{\Gamma, \theta \vdash \varphi \quad \Gamma, \psi \vdash \varphi \quad \Gamma \vdash \theta \lor \psi}{\Gamma \vdash \varphi} \quad (\lor E)
$$
When speaking about disjunction in infon logic we will assume all three of the above rules. We also remark that the rule \((\lor E)\), as well as \((\rightarrow I)\), involves ‘cancelation’ of some hypotheses and, thus, it is not *hilbertian* in the sense of [11].

Introducing negation into the language of infon logic is a more delicate matter. Here we consider the most straightforward approach to negation in infon logic corresponding to intuitionistic negation. This has been sufficient in practice. As we gain more experience in the use of DKAL, we will see whether the other, possibly stronger, forms of negation are needed.

Negation \(\neg \varphi\) in intuitionistic logic is often introduced as an abbreviation for \(\varphi \rightarrow \bot\), where \(\bot\) is the constant *false*. The other way around, \(\bot\) can be introduced, for example, as \(\neg \top\), once one has the negation. In intuitionistic logic, the constant \(\bot\) satisfies the principle *ex contradictio*:

\[
(\bot) \quad \bot \vdash \varphi,
\]

for any \(\varphi\). When this axiom is not assumed, that is, when we just have a constant \(\bot\) without postulating any logical laws for it, we obtain the so-called *minimal logic* (see [33]).

What should be the infon-logical interpretation of \(\bot\)? It is natural to assume that \(\bot\) represents inconsistent information, that is, the information that should be interpreted as an error. Obtaining this information a principal should go into the error-handling mode rather than continue its usual mode of operation. This interpretation of \(\bot\) seems to call for the minimal logic rather than the intuitionistic logic axioms. In fact, having \(\bot \vdash \varphi\) as an axiom might lead in some scenarios to unwanted communication between the principals.

Technically, the intuitionistic and the minimal logics are very close to each other (see e.g. [33]). Therefore, until we gain more experience in the practical use of infon logic to favor one of the two logics, we will treat both of them in parallel. Since in the minimal logic \(\bot\) is as good as any other variable, we shall ignore the difference between such logics and the logics without \(\bot\) and negation.

We shall use the following notation for various logics. Our basic propositional logics are \(I\) and \(P\). We denote their extensions by the rules for \(\lor\) and/or the axiom \((\bot)\) as \(P[\lor]\), \(I[\lor, \bot]\), etc. The presence of quotations is indicated by a \(q\) in front of the logic name, for example, \(qP[\lor, \bot]\).
3 Primal logic with disjunction: semantics and complexity

A complete Kripke-style semantics for primal logic $P$ was developed in [21]. Here we simplify it by showing that the completeness result holds for a very particular class of models that we call quasi-boolean. We define these models for the language with disjunction, that is, for $P[\vee]$. In Section 5 this semantics is extended to the language with quotations.

A notable feature of primal logic is that it does not respect substitution of equivalents. For example, as we will see shortly, one cannot derive in $P$

$$Q \rightarrow (P \land P) \vdash Q \rightarrow P.$$  \hspace{.5cm} (1)

This means that a complete semantics for primal logic cannot be compositional in the sense that the meaning of an implication $\varphi \rightarrow \psi$ is determined by the meanings of the formulas $\varphi$ and $\psi$. The quasi-boolean models defined below are a non-compositional analog of the usual $\{0,1\}$-valued semantics for classical propositional logic.

**Definition 3.1** A valuation $v$ is a map assigning 0 or 1 to each propositional variable, as well as to each implication $\varphi \rightarrow \psi$ of the language of primal logic (with disjunction). Valuation $v$ naturally extends to all formulas by applying the usual truth tables for $\land$, $\lor$ and by letting $v(\top) = 1$. A formula $\varphi$ is valid under $v$ if $v(\varphi) = 1$, which is denoted $\models_v \varphi$. For a set of formulas $\Gamma$ we write $\models_v \Gamma$ iff $\models_v \varphi$, for all $\varphi \in \Gamma$.

We say that $v$ is quasi-boolean if, for each implication $\varphi \rightarrow \psi$,

(i) If $\models_v \psi$, then $\models_v (\varphi \rightarrow \psi)$;

(ii) If $\models_v (\varphi \rightarrow \psi)$, then either $\not\models_v \varphi$ or $\models_v \psi$.

Notice that the classical material implication is defined by postulating an equivalence in (ii), whereas (i) is just a half of the converse implication.

Valuations satisfying

$$\models_v (\varphi \rightarrow \psi) \iff (\not\models_v \varphi \text{ or } \models_v \psi)$$

will be called classical. The following is a strong form of soundness and completeness theorem for primal logic.

**Theorem 1** $\Gamma \vdash \varphi$ holds in $P[\vee]$ iff $\models_v \Gamma$ implies $\models_v \varphi$ for all quasi-boolean valuations $v$.  
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Proof. The soundness part is a routine check. To show the completeness we apply a variant of the usual canonical model argument.

A set of formulas $F$ is called a theory if, for all formulas $\psi$, $F \vdash \psi$ implies $\psi \in F$, that is, if $F$ is deductively closed. The following lemma has a standard proof.

Lemma 3.2 Any set of formulas $\Gamma$ such that $\Gamma \not\vdash \psi$ can be extended to a maximal theory $F \supseteq \Gamma$ such that $F \not\vdash \psi$.

Assume $\Gamma \not\vdash \varphi$ and let $F$ be a maximal theory such that $\Gamma \subseteq F$ and $F \not\vdash \varphi$.

Lemma 3.3 For all $\psi_1, \psi_2$,

$$(\psi_1 \lor \psi_2) \in F \iff (\psi_1 \in F \text{ or } \psi_2 \in F).$$

Proof. $(\Rightarrow)$ If $\psi_1 \in F$ then $F \vdash \psi_1 \lor \psi_2$ by $(\lor I)$, hence $(\psi_1 \lor \psi_2) \in F$, since $F$ is deductively closed.

$(\Rightarrow)$ If $\psi_1, \psi_2 \notin F$, then $F, \psi_1 \vdash \varphi$ and $F, \psi_2 \vdash \varphi$ by maximality. Hence, $F, \psi_1 \lor \psi_2 \vdash \varphi$ by $(\lor E)$ contradicting $(\psi_1 \lor \psi_2) \in F$. $\Box$

We define a valuation $v$ by

$$v(A) = 1 \iff A \in F,$$

for each variable or implication $A$.

Lemma 3.4 For every formula $\psi$, $\models v \psi \iff \psi \in F$.

Proof. Induction on the build-up of $\psi$. The claim is obvious if $\psi$ is a variable, an implication, or the constant $\top$.

Suppose $\psi = (\psi_1 \land \psi_2)$. By the induction hypothesis we have:

$$\models v \psi \iff (\models v \psi_1 \text{ and } \models v \psi_2) \iff (\psi_1 \in F \text{ and } \psi_2 \in F).$$

Since $F$ is deductively closed, $\psi_1, \psi_2 \in F \iff (\psi_1 \land \psi_2) \in F \iff \psi \in F$.

Suppose $\psi = (\psi_1 \lor \psi_2)$. Then

$$\models v \psi \iff (\models v \psi_1 \text{ or } \models v \psi_2) \iff (\psi_1 \in F \text{ or } \psi_2 \in F) \iff (\psi_1 \lor \psi_2) \in F,$$

by Lemma 3.3. $\Box$

By this lemma we can conclude that $\models v \Gamma$ and $\not\models v \varphi$. We can also easily check that $v$ is quasi-boolean. Consider an implication $\theta \to \psi$. 
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(i) If $\models v \psi$ then $\psi \in F$, hence $(\theta \rightarrow \psi) \in F$ by $(\rightarrow P)$ and $\models v \theta \rightarrow \psi$.

(ii) If $\models v \theta$ and $\models v (\theta \rightarrow \psi)$, then $\theta, (\theta \rightarrow \psi) \in F$, hence $\psi \in F$ by $(\rightarrow E)$ and $\models v \psi$.

This completes the proof of the theorem. ⊤

We remark that to define a quasi-boolean valuation $v$ falsifying $\Gamma \vdash \varphi$ it is sufficient to only specify it on the variables and the implications contained in $\Gamma \cup \{\varphi\}$. We can illustrate the use of this semantics by exhibiting a quasi-boolean valuation falsifying $[1]$. In fact, it is sufficient to put $v(P) = v(Q) = v(Q \rightarrow P) = 0$ and $v(Q \rightarrow (P \land P)) = 1$.

As an application of quasi-boolean semantics we prove that the primal logic shares with the intuitionistic logic its fundamental disjunction property. Our method of constructing a quasi-boolean model is similar to the so-called Aczel slash, see [33]. In some sense quasi-boolean models clarify this somewhat mysterious operation.

Recall that the set of Harrop formulas $H$ is defined by the following grammar:

$$H ::= \top \mid P \mid H \land H \mid A \rightarrow H \quad P \text{ a variable, } A \text{ a formula}$$

**Theorem 2 (disjunction property)** If $\Gamma$ is a set of Harrop formulas and $\Gamma \vdash \varphi \lor \psi$ in $P[\lor]$, then $\Gamma \vdash \varphi$ or $\Gamma \vdash \psi$.

**Proof.** For any set of formulas $\Gamma$ we inductively define a valuation $v$ (Aczel slash) as follows:

- $v(P) = 1 \iff \Gamma \vdash P$, if $P$ is a variable;
- $v(\varphi \rightarrow \psi) = 1 \iff (\Gamma \vdash (\varphi \rightarrow \psi)$ and $(\not v \varphi$ or $\models v \psi))$.

We remark that $\models v \varphi$ is usually written as $\Gamma \upharpoonright \varphi$ in the intuitionistic literature. It is easy to check the following property by induction on the build-up of $\varphi$.

**Lemma 3.5** If $\models v \varphi$ then $\Gamma \vdash \varphi$, for any formula $\varphi$.

As an immediate corollary we obtain that $v$ is quasi-boolean. In fact, condition (i) holds because $\models v \psi$ implies $\Gamma \vdash \psi$ and hence $\Gamma \vdash \varphi \rightarrow \psi$; therefore $v(\varphi \rightarrow \psi) = 1$. Condition (ii) is immediate from the definition of $v$.

Next we show that Harrop formulas are well-behaved in this model.

**Lemma 3.6** If $\varphi$ is Harrop, then

$$\models v \varphi \iff \Gamma \vdash \varphi.$$
Proof. The implication ($\Rightarrow$) always holds by the previous lemma. To prove ($\Leftarrow$) we argue by induction on the build-up of $\varphi$. The cases when $\varphi$ is $\top$, a variable or a conjunction are easy. Suppose $\varphi = (\theta \to \psi)$ with $\psi$ Harrop. We have to show that $\not\models_v \theta$ or $\models_v \psi$. Suppose $\models_v \theta$, then $\Gamma \vdash \theta$. Since we also assume $\Gamma \vdash (\theta \to \psi)$ we have $\Gamma \vdash \psi$ and by the induction hypothesis $\models_v \psi$. ⊠

Now suppose $\Gamma$ is Harrop and $\Gamma \vdash \varphi \lor \psi$. For any $\theta \in \Gamma$ we have $\Gamma \vdash \theta$, hence $\models_v \theta$ by Lemma 3.6. By the soundness theorem it follows that $\models_v \varphi \lor \psi$, hence $\models_v \varphi$ or $\models_v \psi$. By Lemma 3.5 this implies $\Gamma \vdash \varphi$ or $\Gamma \vdash \psi$. ⊠

Remark 3.7 All of the above works for the logic $P[\lor, \bot]$. One only has to stipulate in this case that $\bot$ is always evaluated as 0.

4 Reductions between primal and classical logic

In spite of the above, the quasi-boolean semantics shows that primal logic is in some respects akin to classical logic. We define polynomial translations from one logic to the other assuming disjunction to be present in the language. This shows, in particular, that the derivability problem for $P[\lor]$ is co-NP-complete.

We assume that classical logic $C$ is formalized in the language of $P[\lor]$ with a distinguished variable $\bot$ for falsity. For a given formula $A$ let $H(A)$ denote the conjunction of the following formulas:

(i) $\varphi \lor (\varphi \to \psi)$, for all subformulas $\varphi \to \psi$ of $A$;

(ii) $\bot \to Q$, for all variables $Q$ of $A$.

Proposition 4.1 $C \vdash A$ iff $H(A) \vdash A$ is provable in $P[\lor]$.

Proof. The (if) part is clear, since $H(A)$ is classically valid.

(only if) Suppose $H(A) \not\vdash A$. There is a quasi-boolean valuation for which $\models H(A)$ and $\not\models A$. We have to show that it is, in fact, a classical boolean valuation. For each subformula $\varphi \to \psi$ of $A$ we have:

$\models (\varphi \to \psi) \iff (\not\models \varphi \lor \models \psi)$.

Indeed, the implication ($\Rightarrow$) always holds, and $\models \psi$ implies $\models \varphi \to \psi$. If $\not\models \varphi$ then, since $\models (\varphi \to \psi) \lor \varphi$, we also have $\models \varphi \to \psi$.

It remains for us to check that $\bot$ is evaluated as 0. By induction on the build-up of an arbitrary formula $\psi$ (of positive logic) it is easy to show that
\[ \vdash \psi \text{ whenever } \vdash Q, \text{ for each variable } Q \text{ of } \psi. \] Since we have \( \not\vdash A \), this means that some variable \( P \) of \( A \) must be false. But the formula \( \bot \rightarrow P \) is true, hence \( \bot \) is false. \[ \square \]

**Theorem 3** The derivability problem for primal logic with disjunction is co-NP-complete.

**Proof.** Since the length of \( H(A) \) is polynomial in the length of \( A \), the hardness follows from the above proposition. It is also clear that the non-derivability problem for primal logic is in NP. In fact, we can verify \( \Gamma \not\vdash \varphi \) by non-deterministically guessing a quasi-boolean valuation, which is polynomial in the size of \( \varphi \), then checking that it satisfies the conditions of being quasi-boolean, and computing the truthvalues of \( \Gamma \) and \( \varphi \). \[ \square \]

**Remark 4.2** The same result can be obtained by a somewhat simpler translation: \( C \vdash A \) iff \( H_0(A) \vdash A \lor \bot \) in primal logic, where \( H_0(A) \) only consists of formulas (i) in the definition of \( H(A) \).

**Remark 4.3** The use of disjunction is necessary for such an effective reduction, because of the linear time complexity bound established for \( P \) in [21].

Next we show that \( P[\lor, \bot] \) (and hence \( P[\lor] \)) is effectively reducible to \( C \), and \( P \) is effectively reducible to the Horn fragment of \( C \).

Suppose we want to check whether \( \Gamma \vdash A \) in primal logic. We introduce a fresh variable \( P_\varphi \) for each subformula \( \varphi \) of a formula in \( \Gamma \cup \{A\} \). Let \( \Phi \) be the union of the following sets of formulas:

1. \[ \{ P_\varphi \rightarrow P_\psi, P_\psi \rightarrow P_{\varphi \rightarrow \psi}, \text{ for each subformula } \varphi \rightarrow \psi \text{ of } A; \]
2. \[ \{ P_\varphi \land \psi \rightarrow P_\varphi, P_\psi \rightarrow P_{\varphi \land \psi}, P_\varphi \land P_\psi \rightarrow P_{\varphi \land \psi}, \text{ for each subformula } \varphi \land \psi \text{ of } A; \]
3. \[ \{ P_\varphi \rightarrow P_{\varphi \lor \psi}, P_{\varphi \lor \psi} \rightarrow P_{\varphi \lor \psi}, P_\varphi \lor P_\psi \rightarrow (P_\varphi \lor P_\psi), \text{ for each subformula } \varphi \lor \psi \text{ of } A; \]
4. \( P_\top; \ P_\bot \rightarrow P_A. \)

Let \( \varphi^* \) denote \( P_\varphi \), and let \( \Gamma^* = \{ P_\varphi : \varphi \in \Gamma \} \).

**Proposition 4.4** \( \Gamma \vdash A \) in \( P[\lor, \bot] \) iff \( \Gamma^*, \Phi \vdash A^* \) in \( C \).
Proof. (⇐) Suppose \( \Gamma \not\models A \). Let \( v \) be a quasi-boolean valuation such that \( \models_v \Gamma \) and \( \not\models_v A \). Define a classical valuation \( v' \) on propositional variables \( P \phi \) by \( v'(P \phi) := v(\phi) \). Obviously, \( \models_{v'} \Gamma^* \) and \( \not\models_{v'} A^* \). Since \( v \) is quasi-boolean, we also have \( \models_{v'} \Phi \). Hence, \( \Gamma^*, \Phi \not\models A^* \) in classical logic.

(⇒) Suppose \( \Gamma^*, \Phi \not\models A^* \) in \( C \). Let \( v \) be a classical valuation such that \( \models_v \Gamma^*, \Phi \) and \( \not\models_v A^* \). Define a valuation \( v' \) by \( v'(\psi) := v(\psi^*) \), for each variable or implication \( \psi \).

Let \( \theta \) be a subformula of a formula in \( \Gamma \cup \{ A \} \). We claim that

\[ v'(\theta) = v(\theta^*) \]

The claim is proved by a straightforward induction on the build-up of \( \theta \).

1. If \( \theta \) is \( \top \), a variable or an implication.
   - If \( \theta = \top \) we have \( \models_v (\top^* \to A^*) \), since \( \top^* \to A^* \) is in \( \Phi \). Since \( \not\models_v A^* \) we have \( v(\top^*) = 0 = v'(\top) \).
   - If \( \theta \) is a conjunction or a disjunction we use the validity of parts 2 and 3 of \( \Phi \), respectively.

2. Finally, using the validity of part 1 of \( \Phi \) we check that \( v' \) is quasi-boolean. Suppose \( \phi \to \psi \) is a subformula of a formula in \( \Gamma \cup \{ A \} \).
   - If \( \models_{\phi'} \psi \) then \( \models_v \psi^* \) by the claim. We have \( \models_v (\phi \to \psi)^* \) by the second part of 1, hence \( \models_{v'} (\phi \to \psi) \).
   - Similarly, if \( \models_{\phi'} (\phi \to \psi) \) then \( \models_v (\phi \to \psi)^* \). By the first part of 1, either \( \not\models_v \phi^* \) or \( \models_v \psi^* \). Hence, \( \not\models_{v'} \phi \) or \( \models_{v'} \psi \). \( \square \)

Next we remark that the above reduction is quite efficient. As usual, we consider linear time computations within the PRAM model. We denote by \( \Gamma \Rightarrow A \) a formal expression consisting of a finite set of hypotheses \( \Gamma \) followed by conclusion \( A \).

**Lemma 4.5** There is a linear-time algorithm producing on input \( \Gamma \Rightarrow A \) the output \( \Gamma^*, \Phi \Rightarrow A^* \).

**Proof.** Run a parser on the input string (of length \( n \)) producing a parse tree. The subtrees of the formulas in \( \Gamma \) and the one of \( A \) hang immediately under the root. Each node of the parse tree has a label representing a variable or a connective. The label length can be assumed to be \( O(\log(n)) \). Extra tags mark the hypotheses in \( \Gamma \) and the query \( A \).

Each variable \( P \phi \) in the translation will be represented by (the name of) a node of the parse tree, except for the root. Thus, we consider an obvious variant of the translation in Proposition 4.4 where new variables
are assigned to all occurrences of subformulas in \( \Gamma \cup \{ A \} \) rather than to subformulas themselves.

Run through the parse tree visiting each node once (in whatever order). For each node write down the formulas of the groups 1–4 depending on the label of the node. Notice that each variable \( P_\psi \) occurs in \( \Phi \) no more than 6 times: at most 3 times in a group where \( P_\psi \) is the main variable, and at most 3 times in a group where it is a secondary variable. Hence, the total number of steps needed to write down \( \Phi \) is linear in the sum of the lengths of all new variables. The latter, however, does not exceed the total size of the representation of the tree, which is linear in the size \( n \) of the original input.

Recall that a Horn clause is a variable or a formula of the form \( P_1 \land P_2 \land \cdots \land P_n \rightarrow Q \), where \( P_1, \ldots, P_n, Q \) are variables. We notice that if \( \Gamma \) and \( A \) are in the language without disjunction, then the translation \( \Gamma^*, \Phi \Rightarrow A^* \) consists of Horn clauses. It is well-known that the satisfiability problem for a set of Horn clauses in classical logic is solvable in linear time (see [25]). As a corollary we obtain that the derivability problem for primal logic is in linear time. This fact was proved by Gurevich and Neeman [21] using a different method.

**Corollary 4.6** For the language without disjunction, there is a linear time algorithm to determine whether \( \Gamma \vdash A \) in \( P \).

## 5 Primal logic with disjunction and quotations: sequent calculus and cut-elimination

In this section we study the logic \( qP[\lor, \bot] \). We introduce a Gentzen-style sequent calculus and a Kripke-style semantics, and we prove a cut-elimination theorem as well as a soundness and completeness theorem. Gentzen-style systems without \( \bot \), \( \lor \) or the quotations can be obtained by ignoring the respective connectives everywhere below.

Sequents are objects of the form \( \Gamma \Rightarrow \Delta \), where \( \Gamma \) and \( \Delta \) are finite sets of formulas. The rules of primal, intuitionistic and classical sequent calculus are all the same, except for the rules \((\rightarrow R)\) of introduction of implication to the right.

**Axioms:** \( \varphi \Rightarrow \varphi; \Rightarrow \top; \bot \Rightarrow \)

**Inference rules:**

\[
\frac{\Gamma \Rightarrow \Delta, \varphi; \Rightarrow \top}{\Gamma \Rightarrow \Delta, \varphi} \quad (\lor R)
\]

\[
\frac{\Gamma, \varphi \Rightarrow \Delta}{\Gamma, \varphi \lor \psi \Rightarrow \Delta} \quad (\lor L)
\]

\[
\frac{\Gamma \Rightarrow \Delta, \varphi \land \psi}{\Gamma, \varphi \land \psi \Rightarrow \Delta} \quad (\land L)
\]

\[
\frac{\Gamma, \varphi \land \psi \Rightarrow \Delta}{\Gamma, \varphi \Rightarrow \Delta} \quad (\land R)
\]
The systems described above will be denoted \( \text{GP} \) (primal), \( \text{GI} \) (intuitionistic), and \( \text{GC} \) (classical). Checking that they axiomatize the respective logics under the interpretation of \( \Gamma \Rightarrow \Delta \) as \( \Gamma \vdash \bigvee \Delta \) is routine. The cut-rule can be eliminated in all these systems. This can be done both syntactically and semantically. The syntactical argument (in either case) is more tedious, but it is constructive and differs only slightly from the standard proof of the cut-elimination theorem due to Gentzen, see \cite{9} for some details. In contrast, the semantical argument also delivers completeness theorems for these calculi and shall be presented (for the case of primal logic) in the next section.

**Theorem 4** Let \( L \) be any of the Gentzen-style systems \( \text{GP} \), \( \text{GI} \) or \( \text{GC} \). A sequent \( \Gamma \Rightarrow \Delta \) is provable in \( L \) iff it is provable in \( L \) without a cut.

**Proof.** We essentially follow the standard proof-reduction strategy due to Gentzen. It is sufficient to show that cuts can be eliminated in any proof containing a single cut as the last inference rule. The grade \( g(d) \) and the rank \( r(d) \) of such a proof \( d \) are defined as usual: Let \(|\psi|\) denote the height of the parse tree of a formula \( \psi \). Then \( g(d) := |\theta| + 1 \) where \( \theta \) is the cut-formula in \( d \), and \( r(d) \) is the sum of heights of the right and the left proof subtrees of \( d \).

The proof of cut-elimination goes by induction on the grade and a subsidiary induction on the rank of \( d \). If \( \theta \) has not been introduced in \( d \) on both sides of the cut-rule immediately before the cut, we can obviously decrease
the rank of \( d \). If \( \theta \) is on the one side part of an axiom or is introduced by weakening, the rank of the proof can also be decreased. The proof transformations in the cases when \( \theta \) is a conjunction, a disjunction or an implication (in the cases of classical and intuitionistic logics) are standard. Thus, it is sufficient to consider the case \( \theta = (\varphi \rightarrow \psi) \) for \( \text{GP} \), and the cases of quotations \( \theta = q \text{ said} \varphi \) and \( \theta = q \text{ implied} \varphi \) which in all three logics are treated in the same way.

If \( \theta = (\varphi \rightarrow \psi) \) the end-piece of the proof \( d \) must have the form

\[
\frac{\Gamma \Rightarrow \psi, \Delta}{\Gamma \Rightarrow \varphi \rightarrow \psi, \Delta} \quad \frac{\Gamma_1, \psi \Rightarrow \Delta_1, \varphi}{\Gamma_1 \Rightarrow \Delta_1, \varphi} \quad (\rightarrow L)
\]

\[
\frac{(\rightarrow R_p) \quad \Gamma, \Gamma_1 \Rightarrow \Delta, \Delta_1}{\Gamma, \Gamma_1 \Rightarrow \Delta, \Delta_1} \quad \text{(Cut)}
\]

We can reduce it to a proof-tree with a lower grade to which the induction hypothesis is applicable:

\[
\frac{\Gamma \Rightarrow \psi, \Delta \quad \Gamma_1, \psi \Rightarrow \Delta_1}{\Gamma, \Gamma_1 \Rightarrow \Delta, \Delta_1} \quad \text{(Cut)}
\]

To enhance the readability we shall locally write \( \square \) and \( \Delta \) for \( q \text{ said} \) and \( q \text{ implied} \), respectively.

If \( \theta = \square \varphi \) is introduced on both sides of the cut, the left rule must be (\text{Said}) and the right one either (\text{Said}) or (\text{Implied}). Both cases are similar, so we only consider the latter. Then the end-piece of \( d \) has the form

\[
\frac{\Gamma \Rightarrow \varphi}{\square \Gamma \Rightarrow \varphi} \quad \text{(Said)}
\]

\[
\frac{\varphi, \Gamma_1, \Gamma_2 \Rightarrow \psi}{\square \varphi, \square \Gamma_1, \Delta \Gamma_2 \Rightarrow \Delta \psi} \quad \text{(Implied)}
\]

\[
\frac{\square \Gamma, \square \Gamma_1, \Delta \Gamma_2 \Rightarrow \Delta \psi}{(\text{Cut})}
\]

We reduce this proof to the following one of lower grade:

\[
\frac{\Gamma \Rightarrow \varphi \quad \varphi, \Gamma_1, \Gamma_2 \Rightarrow \psi}{\square \Gamma, \square \Gamma_1, \Delta \Gamma_2 \Rightarrow \Delta \psi} \quad \text{(Implied)}
\]

\[
\frac{\square \Gamma, \square \Gamma_1, \Delta \Gamma_2 \Rightarrow \Delta \psi}{(\text{Cut})}
\]

The case \( \theta = \triangle \varphi \) is similar; the end-piece of \( d \) must have the form

\[
\frac{\Sigma_1, \Sigma_2 \Rightarrow \varphi}{\square \Sigma_1, \triangle \Sigma_2 \Rightarrow \triangle \varphi} \quad \text{(Implied)}
\]

\[
\frac{\varphi, \Gamma_1, \Gamma_2 \Rightarrow \psi}{\triangle \varphi, \square \Gamma_1, \Delta \Gamma_2 \Rightarrow \Delta \psi} \quad \text{(Implied)}
\]

\[
\frac{\square \Gamma, \square \Gamma_1, \Delta \Gamma_2 \Rightarrow \Delta \psi}{(\text{Cut})}
\]

We reduce this proof to the following one of lower grade:

\[
\frac{\Sigma_1, \Sigma_2 \Rightarrow \varphi \quad \varphi, \Gamma_1, \Gamma_2 \Rightarrow \psi}{\Sigma_1, \Sigma_2, \Gamma_1, \Gamma_2 \Rightarrow \psi} \quad \text{(Cut)}
\]

\[
\frac{\Sigma_1, \Sigma_2, \Gamma_1, \Gamma_2 \Rightarrow \psi}{\square \Sigma_1, \Delta \Sigma_2, \square \Gamma_1, \Delta \Gamma_2 \Rightarrow \Delta \psi} \quad \text{(Implied)}
\]
This completes our sketch of a proof of Theorem 4.

We note some standard corollaries. Firstly, \textbf{GP} without cut enjoys the subformula property: if \( \Gamma \Rightarrow \Delta \) occurs in a cut-free derivation of \( \Gamma_0 \Rightarrow \Delta_0 \), then \( \Gamma \) and \( \Delta \) only contain the subformulas of the formulas in \( \Gamma_0 \cup \Delta_0 \). In fact, the set of all subformulas here can be replaced by a somewhat narrower set of \textit{primal subformulas}.

\textbf{Definition 5.1} We define the sets of the left \( L(\varphi) \) and the right \( R(\varphi) \) primal subformulas of a formula \( \varphi \). (These are subsets of the sets of the negatively and of the positively occurring subformulas of \( \varphi \), respectively.)

- \( L(\varphi) = \emptyset \) and \( R(\varphi) = \{ \varphi \} \), if \( \varphi \) is a variable or a constant;
- If \( \varphi = (\varphi_1 \land \varphi_2) \) or \( \varphi = (\varphi_1 \lor \varphi_2) \), then
  \[
  L(\varphi) = L(\varphi_1) \cup L(\varphi_2),
  R(\varphi) = \{ \varphi \} \cup R(\varphi_1) \cup R(\varphi_2);
  \]
- If \( \varphi = (\varphi_1 \rightarrow \varphi_2) \) then
  \[
  L(\varphi) = L(\varphi_1) \cup L(\varphi_2),
  R(\varphi) = \{ \varphi \} \cup R(\varphi_2);
  \]
- If \( \varphi = (q \text{ said } \varphi_1) \) or \( \varphi = (q \text{ implied } \varphi_1) \) then
  \[
  L(\varphi) = L(\varphi_1),
  R(\varphi) = \{ \varphi \} \cup R(\varphi_1).
  \]

For a set of formulas \( \Gamma \) define

\[
L(\Gamma) = \bigcup \{ L(\varphi) : \varphi \in \Gamma \},
R(\Gamma) = \bigcup \{ R(\varphi) : \varphi \in \Gamma \}.
\]

A \textit{primal subformula} of \( \varphi \) is either its left or its right primal subformula.

\textbf{Proposition 5.2} If \( \Gamma \Rightarrow \Delta \) occurs in a cut-free derivation in \textbf{GP} of a sequent \( \Gamma_0 \Rightarrow \Delta_0 \), then \( \Delta \subseteq L(\Gamma_0) \cup R(\Delta_0) \) and \( \Gamma \subseteq R(\Gamma_0) \).

\textbf{Proof.} The proof goes by a routine induction on the length of a cut-free proof of \( \Gamma_0 \Rightarrow \Delta_0 \). We only treat the cases of the implication and the quotation rules.
Suppose $\Delta_0 = \Delta_1, \varphi \rightarrow \psi$ and the last application of a rule in the derivation of $\Gamma_0 \Rightarrow \Delta_0$ has the form

$$
\frac{\Gamma_0 \Rightarrow \Delta_1, \psi}{\Gamma_0 \Rightarrow \Delta_1, \varphi \rightarrow \psi} \hfill (\rightarrow R)
$$

If $\Gamma \Rightarrow \Delta$ coincides with $\Gamma_0 \Rightarrow \Delta_0$, the claim is obvious. Otherwise, $\Gamma \Rightarrow \Delta$ occurs in the proof of $\Gamma_0 \Rightarrow \Delta_1, \psi$. By the induction hypothesis $\Gamma \subseteq R(\Gamma_0)$ and $\Delta \subseteq L(\Gamma_0) \cup R(\Delta_1) \cup R(\psi)$. However, $R(\psi) \subseteq R(\varphi \rightarrow \psi) \subseteq R(\Delta_0)$. Hence, the claim.

Suppose $\Gamma_0 = \Gamma_1, \varphi \rightarrow \psi$ and the last application of a rule in the derivation of $\Gamma_0 \Rightarrow \Delta_0$ has the form

$$
\frac{\Gamma_1 \Rightarrow \Delta_0, \varphi \hfill \Gamma_1, \psi \Rightarrow \Delta_0}{\Gamma_1, \varphi \rightarrow \psi \Rightarrow \Delta_0} \hfill (\rightarrow L)
$$

Suppose $\Gamma \Rightarrow \Delta$ occurs in the proof of $\Gamma_1 \Rightarrow \Delta_0, \varphi$. By the induction hypothesis $\Gamma \subseteq R(\Gamma_1)$ and $\Delta \subseteq L(\Gamma_1) \cup R(\Delta_0) \cup R(\varphi)$. However, $R(\varphi) \subseteq L(\varphi \rightarrow \psi) \subseteq L(\Gamma_0)$. Hence, $\Delta \subseteq L(\Gamma_0) \cup R(\Delta_0)$.

If $\Gamma \Rightarrow \Delta$ occurs in the proof of $\Gamma_1, \psi \Rightarrow \Delta_0$, then by the induction hypothesis $\Gamma \subseteq R(\Gamma_1) \cup R(\psi)$ and $\Delta \subseteq L(\Gamma_1) \cup R(\Delta_0) \cup L(\psi)$. We have $R(\psi) \subseteq R(\varphi \rightarrow \psi) \subseteq R(\Gamma_0)$, hence $\Gamma \subseteq R(\Gamma_0)$. On the other hand, $L(\psi) \subseteq L(\varphi \rightarrow \psi) \subseteq L(\Gamma_0)$, hence $\Delta \subseteq L(\Gamma_0) \cup R(\Delta_0)$.

Suppose the last inference in the proof is

$$
q \text{ said } \Gamma_1, q \text{ implied } \Delta_1 \Rightarrow \varphi
$$

Here $\Gamma_0 = q \text{ said } \Gamma_1, q \text{ implied } \Delta_1$ and $\Delta_0 = \{q \text{ implied } \varphi\}$.

Suppose $\Gamma \Rightarrow \Delta$ occurs in the proof of $\Gamma_1, \Delta_1 \Rightarrow \varphi$. By the induction hypothesis $\Gamma \subseteq R(\Gamma_1) \cup R(\Delta_1)$ and $\Delta \subseteq L(\Gamma_1) \cup L(\Delta_1) \cup R(\varphi)$. Since $R(\Gamma_1) \subseteq R(q \text{ said } \Gamma_1)$ and $R(\Delta_1) \subseteq R(q \text{ implied } \Delta_1)$, we have $\Gamma \subseteq R(\Gamma_0)$. On the other hand, $L(\Gamma_1) \subseteq L(q \text{ said } \Gamma_1)$, $L(\Delta_1) \subseteq L(q \text{ implied } \Delta_1)$ and $R(\varphi) \subseteq R(q \text{ implied } \varphi)$. Hence, $\Delta \subseteq L(\Gamma_0) \cup R(\Delta_0)$.

All the other rules are treated similarly. $\square$

The standard proof-search procedure for a cut-free derivation in GP provides a PSPACE algorithm solving the derivability problem.

**Corollary 5.3** The derivability problem for $\mathbf{qP} [\lor, \bot]$ is in PSPACE.

**Proof.** Here it is sufficient to notice that the number of nodes in any branch in a cut-free derivation of a sequent $\Gamma \Rightarrow \Delta_0$ is bounded by the length $n$ of that sequent, and the length of any sequent $\Gamma \Rightarrow \Delta$ occurring at any node in the proof-tree is polynomial in $n$ by the subformula property. $\square$
6 Primal logic with disjunction and quotations: semantics and a completeness proof

Kripke semantics for the intuitionistic and primal infon logic was introduced in [21]. We define simpler Kripke models for primal infon logic.

**Definition 6.1** A tuple \( \mathcal{W} = (W, (S_q)_{q \in \mathcal{P}}, (I_q)_{q \in \mathcal{P}}, v) \) is called a primal Kripke pre-model, if \( \mathcal{P} \) is the set of principals in the language and \( W \) is a non-empty set (of worlds). For each \( q \in \mathcal{P} \), \( S_q \) and \( I_q \) are binary relations on \( W \) such that \( S_q \subseteq I_q \); they correspond to modalities said and implied, respectively. \( v \) is a map assigning to each \( x \in W \) a valuation \( v_x \). In turn, \( v_x \) is a map assigning 0 or 1 to all the variables and implications of the language of primal logic with quotations.

Given a pre-model \( \mathcal{W} \), the validity relation \( x \models \varphi \) is defined, for each \( x \in W \) and each formula \( \varphi \), as follows:

1. \( x \models \varphi \iff v_x(\varphi) = 1 \), if \( \varphi \) is a variable or an implication;
2. \( x \models \top, \quad x \not\models \bot \);
3. \( x \models \theta \land \psi \iff (x \models \theta \text{ and } x \models \psi) \);
4. \( x \models \theta \lor \psi \iff (x \models \theta \text{ or } x \models \psi) \);
5. \( x \models q \text{ said } \psi \iff \forall y (xS_qy \Rightarrow y \models \psi) \);
6. \( x \models q \text{ implied } \psi \iff \forall y (xI_qy \Rightarrow y \models \psi) \).

We require that the validity relation satisfies the conditions of being quasi-boolean, for each \( x \in W \):

(i) If \( x \models \psi \) then \( x \models (\varphi \rightarrow \psi) \);

(ii) If \( x \models (\varphi \rightarrow \psi) \) then \( (x \not\models \varphi \text{ or } x \models \psi) \).

If the two conditions are satisfied for a given pre-model \( \mathcal{W} \), we say that \( \mathcal{W} \) is a primal Kripke model. A sequent \( \Gamma \Rightarrow \Delta \) is valid in \( \mathcal{W} \) if

\[
\forall x \in W \ (x \models \bigwedge \Gamma \Rightarrow x \models \bigvee \Delta).
\]

**Remark 6.2** Even though the meaning of implication in primal logic is not compositional, Conditions (i) and (ii) relate the validity of an implication \( \varphi \rightarrow \psi \) only to the validity of its simpler constituents \( \varphi \) and \( \psi \). This allows to define a quasi-boolean valuation of implications from any given valuation.
of variables selecting their values in any order respecting the subformula order on the implications. There is a lot of freedom in doing this. One possibility is the usual classical valuation. Another one is to always define \( v(\varphi \rightarrow \psi) = v(\psi) \), which corresponds, in a sense, to the strongest quasi-implication. But there is a host of intermediate cases.

**Theorem 5** The following statements are equivalent:

(i) \( \Gamma \vdash \bigvee \Delta \) holds in \( \mathsf{qP}[\lor, \bot] \);

(ii) \( \Gamma \Rightarrow \Delta \) is provable in \( \mathsf{GP} \);

(iii) \( \Gamma \Rightarrow \Delta \) is provable in \( \mathsf{GP} \) without cut;

(iv) \( \Gamma \Rightarrow \Delta \) is valid in all finite primal Kripke models;

(v) \( \Gamma \Rightarrow \Delta \) is valid in all primal Kripke models.

**Proof.** The implications (iii)⇒(ii), (ii)⇒(i), (v)⇒(iv), and (i)⇒(v) are routine. We only prove (iv)⇒(iii).

Suppose \( \Gamma_0 \Rightarrow \Delta_0 \) is not cut-free provable. We are going to construct a finite primal Kripke model \( W \) such that \( \Gamma_0 \Rightarrow \Delta_0 \) is not valid in \( W \).

Let \( \mathcal{F} \) be the set of all subformulas of \( \Gamma_0 \cup \Delta_0 \). Sequents \( \Gamma \Rightarrow \Delta \) with \( \Gamma, \Delta \subseteq \mathcal{F} \) will be called \( \mathcal{F} \)-sequents.

**Definition 6.3** Let \( \Gamma \Rightarrow \Delta \) be an \( \mathcal{F} \)-sequent. \( \Gamma \Rightarrow \Delta \) is called **saturated** if the following conditions hold for all \( \varphi, \psi \in \mathcal{F} \):

1. \( \varphi \land \psi \in \Gamma \Rightarrow \varphi, \psi \in \Gamma \);
2. \( \varphi \land \psi \in \Delta \Rightarrow (\varphi \in \Delta \text{ or } \psi \in \Delta) \);
3. \( \varphi \lor \psi \in \Gamma \Rightarrow (\varphi \in \Gamma \text{ or } \psi \in \Gamma) \);
4. \( \varphi \lor \psi \in \Delta \Rightarrow \varphi, \psi \in \Delta \);
5. \( (\varphi \rightarrow \psi) \in \Gamma \Rightarrow (\psi \in \Gamma \text{ or } \varphi \in \Delta) \);
6. \( (\varphi \rightarrow \psi) \in \Delta \Rightarrow \psi \in \Delta \);
7. \( \top \in \Gamma, \bot \in \Delta \).

**Lemma 6.4** Suppose \( \Gamma \Rightarrow \Delta \) is an \( \mathcal{F} \)-sequent unprovable in \( \mathsf{GP} \) without cut. Then there is a saturated \( \mathcal{F} \)-sequent \( \Gamma' \Rightarrow \Delta' \) such that \( \Gamma \subseteq \Gamma' \), \( \Delta \subseteq \Delta' \) and \( \Gamma' \Rightarrow \Delta' \) is unprovable without cut.
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Proof. The closure conditions 1–6 correspond to the inference rules of $\text{GP}$ being read bottom-up. Therefore, these statements directly follow from the logical form of the rules in our Gentzen-style sequent calculus. In the case of 7 we have show that $\Gamma \Rightarrow \Delta$ is cut-free derivable if (and only if) so is $\Gamma, \top \Rightarrow \Delta$. This is easily checked by induction on the height of the cut-free derivation of $\Gamma, \top \Rightarrow \Delta$. The case of $\bot$ is similar. \[ \Box \]

Now we introduce the following notation. Let $s = (\Gamma \Rightarrow \Delta)$ be a sequent. Then $s_0$ denotes $\Gamma$ and $s_1$ denotes $\Delta$.

We define a Kripke model $\mathcal{W} = (W, (S_q)_{q \in P}, (I_q)_{q \in P}, v)$ as follows:

- $W$ is the set of all cut-free unprovable saturated $\mathcal{F}$-sequents; further, for all $r, s \in W$,
  - $sSqr \overset{\text{def}}{\iff} \forall \varphi (q \text{ said } \varphi \in s_0 \Rightarrow \varphi \in r_0);
  - $sIr \overset{\text{def}}{\iff} \forall \varphi (q \text{ implied } \varphi \in s_0 \Rightarrow \varphi \in r_0)$ and $sSqr$.

The valuation $v$ on $\mathcal{W}$ is defined by induction on the complexity of formulas. We introduce the following measure of formula complexity.

- $c(\varphi) = 0$, if $\varphi$ is a variable or a constant;
- $c(\varphi \rightarrow \psi) = c(\psi) + 1$;
- $c(\varphi \land \psi) = \max(c(\varphi), c(\psi));$
- $c(q \text{ said } \varphi) = c(q \text{ implied } \varphi) = c(\varphi)$.

By a partial $n$-valuation we mean a map assigning 0 or 1 to all variables and implications of complexity at most $n$ at each node $s \in W$. If such a partial $n$-valuation is given, the corresponding validity relation $x \models_n \varphi$ is uniquely defined, for all formulas $\varphi$ such that $c(\varphi) \leq n$, according to the clauses of Definition 6.1.

Therefore, by induction on $n$ we can define partial $n$-valuations $v^n$ on $\mathcal{W}$ as follows: for all $s \in W$,

- $v^n_s(P) = 1 \overset{\text{def}}{\iff} P \in s_0$, if $P$ is a variable;
- $v^n_s(\varphi \rightarrow \psi) = 1 \overset{\text{def}}{\iff} ((\varphi \rightarrow \psi) \in s_0 \text{ or } s \models_{n-1} \psi)$, if $c(\varphi \rightarrow \psi) \leq n$.

We notice that with $n$ increasing the partial valuations $v^n$ extend each other. Hence, in the limit we obtain a valuation $v$ on $\mathcal{W}$ such that, for all $s \in W$ and all formulas $\varphi, \psi$ (not necessarily from $\mathcal{F}$),
• $\nu_s(P) = 1 \overset{\text{def}}{\iff} P \in s_0$, if $P$ is a variable;

• $\nu_s(\varphi \rightarrow \psi) = 1 \overset{\text{def}}{\iff} ((\varphi \rightarrow \psi) \in s_0 \text{ or } s \vDash \psi)$.

This completes the definition of the model $W$. Before showing that this model is, in fact, primal we prove the following lemma.

**Lemma 6.5** For all $s \in W$ and $\varphi \in \mathcal{F}$,

(i) $\varphi \in s_0 \Rightarrow s \vDash \varphi$;

(ii) $\varphi \in s_1 \Rightarrow s \not\vDash \varphi$.

**Proof.** If $\varphi$ is a variable or a constant, both (a) and (b) are obvious.

Suppose $\varphi = (\theta \rightarrow \psi)$. If $(\theta \rightarrow \psi) \in s_0$ then trivially $s \vDash (\theta \rightarrow \psi)$ by $(*)$.

If $(\theta \rightarrow \psi) \in s_1$ then $\psi \in s_1$ since $s$ is saturated. Hence, $s \not\vDash \psi$ by the induction hypothesis. We also have $(\theta \rightarrow \psi) \notin s_0$, otherwise $s$ would be provable. Thus, $s \vDash (\theta \rightarrow \psi)$ by $(*)$.

Suppose $\varphi = (\theta \land \psi)$. If $(\theta \land \psi) \in s_0$ then $\theta, \psi \in s_0$ by saturation, hence $s \vDash \psi, \theta$ and $s \vDash \theta \land \psi$ by the induction hypothesis.

If $(\theta \land \psi) \in s_1$ then $\theta \in s_1$ or $\psi \in s_1$ by saturation. Hence, $s \not\vDash \psi$ or $s \not\vDash \theta$, which implies $s \not\vDash \theta \lor \psi$.

Suppose $\varphi = (\theta \lor \psi)$. If $(\theta \lor \psi) \in s_0$ then $\theta \in s_0$ or $\psi \in s_0$ by saturation. Hence, $s \vDash \theta \lor \psi$.

If $(\theta \lor \psi) \in s_1$ then $\theta, \psi \in s_1$ by saturation, hence $s \not\vDash \psi, \theta$ and $s \not\vDash \theta \lor \psi$.

Suppose $\varphi = (q \text{ said } \psi)$. (a) By definition of $S_q$, if $sS_qr$ and $q \text{ said } \psi \in s_0$, then $\psi \in r_0$ and $r \vDash \psi$ by the induction hypothesis. Since this holds for any $r$, we obtain $s \vDash q \text{ said } \psi$ whenever $q \text{ said } \psi \in s_0$.

(b) Assume $q \text{ said } \psi \in s_1$. Let $\Gamma := \{ \theta : q \text{ said } \theta \in s_0 \}$. We claim that $\Gamma \Rightarrow \psi$ is cut-free unprovable. Otherwise, from $\Gamma \Rightarrow \psi$ one could infer

$q \text{ said } \Gamma \Rightarrow q \text{ said } \psi$,

and therefore $s$ would be provable by weakening (we have $q \text{ said } \Gamma \subseteq s_0$ and $q \text{ said } \psi \in s_1$).

Let $r$ be any saturated unprovable sequent with $\Gamma \subseteq r_0$ and $\psi \in r_1$. We have $sS_qr$ by the definition of $S_q$ and $r \not\vDash \psi$ by the induction hypothesis. It follows that $s \not\vDash q \text{ said } \psi$. 

21
Suppose $\varphi = (q \text{ implied } \psi)$. Part (a) is similar to the previous case. We prove (b). Assume $q \text{ implied } \psi \in s_1$. Let

$$
\Gamma := \{ \theta : q \text{ said } \theta \in s_0 \text{ or } q \text{ implied } \theta \in s_0 \}.
$$

We claim that $\Gamma \Rightarrow \psi$ is cut-free unprovable. Otherwise, from $\Gamma \Rightarrow \psi$ by the rule (Implied) we could infer

$$
\{ q \text{ said } \theta, q \text{ implied } \xi : q \text{ said } \theta, q \text{ implied } \xi \in s_0 \} \Rightarrow q \text{ implied } \psi,
$$

from which $s$ follows by weakening. Let $r$ be an unprovable saturation of $\Gamma \Rightarrow \psi$. We have $s I_q r$ and $\psi \in r_1$, hence $s \nvdash q \text{ implied } \psi$. ⊠

Now we can check that $W$ satisfies the conditions of being primal.

Lemma 6.6 For any $(\varphi \to \psi) \in F$ and any $s \in W$,

(i) if $s \vDash \psi$ then $s \vDash (\varphi \to \psi)$;
(ii) if $s \vDash (\varphi \to \psi)$ then $(s \nvdash \varphi \text{ or } s \vDash \psi)$.

Proof. Statement (i) is immediate from ($\ast$). We prove (ii).

Suppose $s \vDash \varphi \to \psi$. Then, by ($\ast$), either $(\varphi \to \psi) \in s_0$ or $s \vDash \psi$. If $s \vDash \psi$ we are done. If $(\varphi \to \psi) \in s_0$ then $\psi \in s_0$ or $\varphi \in s_1$ by the saturation of $s$. Hence, either $s \vDash \psi$ or $s \nvdash \varphi$ by the previous lemma. ⊠

To complete the proof of Theorem 5 recall that the given sequent $\Gamma_0 \Rightarrow \Delta_0$ is not cut-free provable. Let $s$ be an unprovable saturation of $\Gamma_0 \Rightarrow \Delta_0$. By Lemma 6.5 we obtain $s \vDash \bigwedge \Gamma_0$ and $s \nvdash \bigvee \Delta_0$. Hence, $\Gamma_0 \Rightarrow \Delta_0$ is not valid in $W$. ⊠

As an application of semantical completeness we now establish the disjunction property for $qP[\lor, \bot]$. In fact, the Aczel slash method works here with just a few modifications.

The set of Harrop formulas for the language with quotations is now defined by the following grammar:

$$
H ::= \top | \bot | P | H \land H | A \to H | q \text{ said } A | q \text{ implied } A
$$

Here $P$ is a variable, $A$ is a formula, and $q$ is a principal constant.

Theorem 6 (disjunction property) If $\Gamma$ is a set of Harrop formulas and $\Gamma \vDash \varphi \lor \psi$ in $qP[\lor, \bot]$, then $\Gamma \vDash \varphi$ or $\Gamma \vDash \psi$. 22
Proof. As in the proof of Theorem 2, with a given set \( \Gamma \) we inductively associate a valuation \( v = v_\Gamma \) on the set of formulas of the language of \( qP[\lor, \bot] \):

- \( v(\varphi) = 1 \Leftrightarrow \Gamma \vdash \varphi \), if \( \varphi \) is a variable or has the form \( q \text{ said } \psi \) or \( q \text{ implied } \psi \);
- \( v(\varphi \rightarrow \psi) = 1 \Leftrightarrow (\Gamma \vdash (\varphi \rightarrow \psi)) \) and \( (\not\models v \varphi \text{ or } \models v \psi) \);

In other words, we treat all formulas of the form \( q \text{ said } \psi \) or \( q \text{ implied } \psi \) as propositional atoms. We further proceed as in the proof of Theorem 2.

Firstly, by an easy induction on \( \varphi \) we obtain

**Lemma 6.7** For any formula \( \varphi \), if \( \models v \varphi \) then \( \Gamma \vdash \varphi \).

Then we establish the soundness lemma for provability in \( qP[\lor, \bot] \).

**Lemma 6.8** If \( \Delta \vdash A \) and \( \models v \Delta \), then \( \models v A \).

**Proof.** This is proved by a straightforward induction on the length of the proof of \( \Delta \vdash A \). We only treat the cases of implication and quotation rules.

Suppose \( \Delta \vdash (\varphi \rightarrow \psi) \) is obtained from \( \Delta \vdash \psi \). If \( \models v \Delta \), by the induction hypothesis we have \( \models v \psi \) and by the previous lemma \( \Gamma \vdash \psi \). It follows that \( \Gamma \vdash (\varphi \rightarrow \psi) \) and by the definition of \( v \) we obtain \( \models v (\varphi \rightarrow \psi) \).

Suppose that \( \models v \Delta \) and \( \Delta \vdash \psi \) is obtained from \( \Delta \vdash (\varphi \rightarrow \psi) \). If \( \Delta \vdash \varphi \), by the induction hypothesis we have \( \models v (\varphi \rightarrow \psi) \) and \( \models v \varphi \). However, \( \models v (\varphi \rightarrow \psi) \) implies that \( \not\models v \varphi \) or \( \models v \psi \), by the definition of \( v \). The first is false, hence \( \models v \psi \).

Suppose \( \Delta = q \text{ said } \Delta_1 \), \( A = q \text{ said } \varphi \) and the last inference is

\[
\frac{\Delta_1 \vdash \varphi}{q \text{ said } \Delta_1 \vdash q \text{ said } \varphi}
\]

Assume \( \models v q \text{ said } \Delta_1 \). This means \( \Gamma \vdash q \text{ said } \psi \), for each \( \psi \in \Delta_1 \). Since \( q \text{ said } \Delta_1 \vdash q \text{ said } \varphi \), we also have \( \Gamma \vdash q \text{ said } \varphi \), which means \( \models v q \text{ said } \varphi \) by the definition of \( v \). So, in this case we do not even have to use the induction hypothesis.

The case of the rule (Implied) is similar. \( \Box \)

The analogue of Lemma 3.6 works without any change.

**Lemma 6.9** If \( \varphi \) is Harrop, then

\[
\models v \varphi \iff \Gamma \vdash \varphi.
\]

Now suppose \( \Gamma \) is Harrop and \( \Gamma \vdash \varphi \lor \psi \). For any \( \theta \in \Gamma \) we have \( \Gamma \vdash \theta \), hence \( \models v \theta \) by Lemma 6.9. By Lemma 6.8 it follows that \( \models v \varphi \lor \psi \), hence \( \models v \varphi \) or \( \models v \psi \). By Lemma 6.7 this implies \( \Gamma \vdash \varphi \) or \( \Gamma \vdash \psi \). \( \Box \)
7 Complexity bounds

Next we show that there is a reduction of classical modal logic to primal logic with quotations. This gives suitable complexity bounds for the fragments of the primal logic with disjunction and quotations.

Let us call a prefix a sequence of modalities of the form $q_1 \text{ said}$ or $q_2 \text{ implied}$, for example, $q_1 \text{ said} q_3 \text{ implied} q_1 \text{ said}$ is a prefix of length three. We say that a subformula $\varphi$ occurs in $A$ under a prefix $\sigma$, if in the parse tree of $A$ there is a branch leading to an occurrence of $\varphi$ such that reading the modalities top down along this branch yields $\sigma$. Of course, for a given occurrence of $\varphi$ this prefix is uniquely defined. Modal depth of $A$ can be defined as the maximal length of prefixes of subformula occurrences in $A$.

Let $H(A)$ denote the set of all formulas of the form $\sigma(\varphi \lor (\varphi \rightarrow \psi))$, where $\varphi \rightarrow \psi$ occurs in $A$ under a prefix $\sigma$. We note that the length of $H(A)$ is polynomial in the length of $A$.

Let $qC$ denote the extension of classical logic by quotations.

Proposition 7.1 For any formula $A$, $qC \vdash A$ iff $H(A) \vdash A$ in $qP[\lor, \bot]$.

Proof. The implication from right to left is obvious, since $H(A)$ is provable in $qC$ for any $A$.

For the opposite implication we give a syntactic proof based on our Gentzen-style sequent calculus for primal logic. Given a set of formulas $\Gamma$ define $H(\Gamma)$ to be the union of all $H(\varphi)$, for all $\varphi \in \Gamma$. By induction on the length of derivation we show that $H(\Gamma, \Delta), \Gamma \Rightarrow \Delta$ is provable in $GP$ whenever $\Gamma \Rightarrow \Delta$ is provable in $GC$.

We only have to treat the cases of the modal rules and the rule $(\rightarrow R)$. Suppose the last rule applied in the classical derivation of $\Gamma \Rightarrow \Delta$ is $(\rightarrow R)$, that is, the last inference has the form

\[
\Gamma, \varphi \Rightarrow \Delta, \psi \\
\Gamma \Rightarrow \Delta', \varphi \rightarrow \psi
\]

By the induction hypothesis we obtain a derivation of $H, \Gamma, \varphi \Rightarrow \Delta', \psi$ in $GP$ where $H = H(\Gamma, \varphi, \Delta', \psi)$. We notice that

\[
H(\Gamma, \Delta) = H(\Gamma, \Delta', \varphi \rightarrow \psi) = H \cup \{\varphi \lor (\varphi \rightarrow \psi)\}.
\]

Then we consider the following proof tree:

\[
\begin{array}{c}
H, \varphi, \Gamma \Rightarrow \Delta', \psi \\
\hline
H, \varphi, \Gamma \Rightarrow \Delta', \varphi \rightarrow \psi \\
\hline
\rightarrow R_p \\
H, \varphi \rightarrow \psi, \Gamma \Rightarrow \Delta', \varphi \rightarrow \psi \\
\hline
\lor L
\end{array}
\]
The leaves of this tree are provable in primal logic, the left one by the induction hypothesis and the right one for trivial reasons. Hence, we obtain the required derivation.

Suppose the last inference has the form

\[
\frac{\Gamma' \Rightarrow \varphi}{q\text{ said } \Gamma'' \Rightarrow q\text{ said } \varphi} \quad \text{(Said)}
\]

Let \( H := H(\Gamma', \varphi) \), then clearly

\[
H(q\text{ said } \Gamma', q\text{ said } \varphi) = \{ q\text{ said } \psi : \psi \in H \} =: q\text{ said } H.
\]

By the induction hypothesis \( H, \Gamma' \Rightarrow \varphi \) is provable in primal logic. Hence, we obtain the required derivation

\[
\frac{H, \Gamma' \Rightarrow \varphi}{q\text{ said } H, q\text{ said } \Gamma'' \Rightarrow q\text{ said } \varphi}.
\]

Suppose the last inference has the form

\[
\frac{\Sigma, \Pi \Rightarrow \varphi}{q\text{ said } \Sigma, q\text{ implied } \Pi \Rightarrow q\text{ implied } \varphi} \quad \text{(Implied)}
\]

Let \( H := H(\Sigma, \Pi, \varphi) = H(\Sigma) \cup H(\Pi, \varphi) \). Then

\[
H(q\text{ said } \Sigma, q\text{ implied } \Pi, q\text{ implied } \varphi) = H(q\text{ said } \Sigma) \cup H(q\text{ implied } \Pi, q\text{ implied } \varphi)
\]

\[
= q\text{ said } H(\Sigma) \cup q\text{ implied } H(\Pi, \varphi). \quad (2)
\]

By the induction hypothesis \( H, \Sigma, \Pi \Rightarrow \varphi \) is provable in primal logic. Hence, we obtain the required derivation

\[
\frac{H(\Sigma), H(\Pi, \varphi), \Sigma, \Pi \Rightarrow \varphi}{q\text{ said } H(\Sigma), q\text{ implied } H(\Pi, \varphi), q\text{ said } \Sigma, q\text{ implied } \Pi \Rightarrow q\text{ implied } \varphi}.
\]

The cases of all the other rules and axioms are obvious. \( \Box \)

It follows from the well-known work of Ladner \[23\] that the derivability problem for \( qC \) is PSpace-hard. Hence, Proposition 7.1 together with Theorem 3 imply the following theorem.

**Theorem 7** The derivability problem for \( qP[\lor, \bot] \) is PSpace-complete.

On the other hand, Halpern \[22\] showed that the derivability problem for the bounded-modal-depth fragment of modal logic \( K \) is co-NP-complete. The situation for \( qP[\lor, \bot] \) is similar.
Theorem 8  
(i) If $\Gamma \not\models A$ in $qP[\lor, \bot]$ and $A$ have modal depth bounded by a constant $d$, there is a primal model $W$ of size polynomial in the length of $\Gamma$ and $A$ such that, for some $x \in W$, $x \models \Gamma$ but $x \not\models A$.

(ii) For each $d$, the derivability problem for modal depth $d$ fragment of $qP[\lor, \bot]$ is co-NP-complete.

Clause (ii) follows from (i) and Theorem 3. Clause (i) can be proved by adapting the standard methods of [22]. We prove the following main lemma, which is a more specific version of (i). We call a primal model treelike, if its $I_q$ relations are finite trees (and hence, so are its $S_q$ relations).

Lemma 7.2 Suppose $\Gamma \Rightarrow \Delta$ is unprovable in $GP$ and has modal depth bounded by $d$. Then there is a treelike primal model $W$ of depth $d$ and branching bounded by the length of $\Gamma \Rightarrow \Delta$ such that $\Gamma \Rightarrow \Delta$ is false at the root $r$ of $W$.

Proof. We argue by induction on $d$. If $d = 0$ the model $W$ will consist of a single root, by Theorem 1. Suppose the modal depth of $\Gamma \Rightarrow \Delta$ is $d + 1$.

Let $F$ denote the set of all subformulas of $\Gamma \Rightarrow \Delta$. We write $u \models \Gamma \Rightarrow \Delta$ as a shorthand for $u \models \bigwedge \Gamma \rightarrow \bigvee \Delta$.

Consider any primal model $U$ and a point $u \in U$ such that $u \not\models \Gamma \Rightarrow \Delta$.

For each $q$ let

\[
\begin{align*}
\Gamma_q & := \{ \varphi \in F : u \models q \text{ said } \varphi \} \\
\Delta_q & := \{ \varphi \in F : u \models q \text{ implied } \varphi \}
\end{align*}
\]

Further, let $\varphi_1^q, \ldots, \varphi_n^q$ be all the formulas $\varphi \in F$ such that $u \not\models q \text{ said } \varphi$, and let $\psi_1^q, \ldots, \psi_m^q$ be all the formulas $\varphi \in F$ such that $u \not\models q \text{ implied } \varphi$.

We notice that each of the sequents $\Gamma_q \Rightarrow \varphi_i^q$, for $i = 1, \ldots, n$, is false at some node $u_i^q \in W$ such that $uS_q u_i^q$. Similarly, each of the sequents $\Gamma_q \Rightarrow \psi_j^q$, for $j = 1, \ldots, m$, is false at some node $v_j^q \in U$ such that $uI_q v_j^q$. The modal depth of all these sequents is bounded by $d$, so by the induction hypothesis we obtain treelike models $W_i^q$ with the roots $r_i^q$, and $V_j^q$ with the roots $t_j^q$ such that

\[r_i^q \not\models \Gamma_q \Rightarrow \varphi_i^q \text{ and } t_j^q \not\models \Gamma_q \Rightarrow \psi_j^q.\]

The required model $W$ will consist of the disjoint union of all these models $W_i^q$ and $V_j^q$ together with a new root $r$. The root $r$ is only connected to the points $r_i^q$ by $S_q$ and to the points $t_j^q$ by $I_q$, for all $q$. The valuation
at the root $r$ (on the variables and the implications) coincides with that at $u \in \mathcal{U}$.

**Claim.** For each formula $\varphi \in \mathcal{F}$, $u \models \varphi$ holds in $\mathcal{U}$ iff $r \models \varphi$ holds in $\mathcal{W}$.

This claim is proved by a straightforward induction which we omit. It follows that $r \not\models \Gamma \Rightarrow \Delta$. We finally remark that the depth of $\mathcal{W}$ is bounded by $d + 1$, and that the branching at $r$ is bounded by the total number of formulas in $\mathcal{F}$, hence by the length of $\Gamma \Rightarrow \Delta$. This concludes the proof of Lemma and thereby of Theorem.
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